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ABSTRACT 

The 𝑘-means clustering algorithm is one of the 

popular and simplest clustering algorithms. Due to its 

simplicity, it is widely used in many applications. 

Although 𝑘-means has low computational time and 

space complexity, increasing the dataset size results 

in increasing the computational time proportionally. 

One of the most prominent solutions to deal with this 

problem is the parallel processing. In this paper, we 

aim to design and implement a parallel 𝑘-means 

clustering algorithm on shared memory 

multiprocessors using parallel java library. The 

performance of the parallel algorithm is evaluated in 

terms of speedup, efficiency and scalability. 

Accuracy and quality of clustering results are also 

measured. Furthermore, this paper presents analytical 

results for the parallel program performance metrics. 

 

KEYWORDS 

𝑘-means, Clustering, SMP, Parallel Java, Parallel 

Programming, pj2, Shared Memory Multiprocessors. 

 

1 INTRODUCTION 

Data mining clustering techniques are 

unsupervised learning because they don’t use 

predefined class labels. The clustering goal is to 

obtain meaningful groupings of objects based on 

a measure of similarity such that all objects in 

one group are similar to each other and different 

from the objects in other groups. Cluster analysis 

has been widely used in data recovery, web and 

text mining, image segmentation and pattern 

recognition. Therefore, several clustering 

algorithms have been developed. 𝑘-means is one 

of the popular partial clustering algorithms [1]. 

The idea of 𝑘-means is based on dividing 

datasets into k number of groups (clusters) such 

that the squared error between the mean of a 

cluster and the data points in the cluster is 

minimized. The mean of a cluster is called 

centroid. The initial centroids are chosen 

randomly one for each cluster. Then, each point 

or object belongs to the cluster which has the 

nearest centroid by computing the Euclidian 

distance between the point and each centroid. 

These centroids are updated based on means of 

each cluster which assign as a new centroid. The 

assignments and updates are repeated until each 

centroid remains the same (convergence 

criterion) [2].  

Although 𝑘-means is capable of dividing the 

problem domain into smaller parts, it suffers an 

increase in computation time as the size of the 

dataset becomes very large. Therefore, an 

additional technique like parallel processing, to 

accelerate the computation process is required. 

Parallel programming can divide the program 

tasks into smaller independent parts with the aim 

of running them on multiple processors 

simultaneously [3]. So, finding those 

independent parts to reduce the computational 

time is a challenging issue. 

In this paper, we aim to study the parallel 𝑘-

means algorithm and examine its performance 

on one of the parallel computer architectures 

called shared memory multiprocessor (SMP). 

The rest of this paper is structured as follows; 

Section 2 discusses the most related work to the 

problem in-hand. In section 3, a detailed design 

of sequential and parallel 𝑘-means clustering 

algorithm is described. Section 4 presents the 

results of implementing both sequential and 

parallel versions. The analytical results are 

168

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(4): 168-178
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)

mailto:437203971@student.ksu.edu.sa
mailto:smekki@ksu.edu.sa


 

 
   

 
 

introduced in section 5. Finally, section 6 

contains the conclusion and potential future 

work. 

2 RELATED WORK 

Parallel processing of 𝑘-means clustering 

algorithm has been able to attract the attention of 

many researchers around the world. They used 

different parallel programming models and 

various techniques in order to achieve a high 

performance and less computational time. One of 

the recent studies on the 𝑘-means algorithm is 

presented by Kucukyilmaz [4]. In this study, a 

parallel 𝑘-means algorithm is implemented on 

shared memory multiprocessors with 8 cores. 

Extensive experiments are conducted with 

varying number of instances, clusters and 

attributes to illustrate the impact of them on the 

performance. The results show that the previous 

parameters hold almost equal importance. These 

results are obtained by comparing the theoretical 

results with experimental results. Although this 

work shows a detailed implementation of the 

algorithm and a good analysis of the results, no 

evaluation metrics for the parallel program are 

used.  

In another study, message passing interface is 

used for parallelizing 𝑘-means on distributed 

memory paradigm in [5]. In this work, 

Kantabutra and Couch proposed a technique to 

improve the performance in terms of time 

complexity. Using the evaluation measures, the 

experimental results show that their technique 

achieves 50% efficiency of time complexity. In 

the context of message passing, Ramesh et al. [6] 

implemented parallel 𝑘-means for cluster large 

agricultural dataset. Using a varying number of 

data size and clusters, the results prove that the 

parallel algorithm achieves more efficiency and 

time complexity than the sequential algorithm. 

In [7], Farivar et al. proposed an algorithm to 

implement 𝑘-means clustering on an NVIDIA 

GPU using CUDA.  The dataset consists of 1 

million instances, and the number of clusters is 

4000. For an objective comparison, different 

platforms are used, and consequently, different 

speed improvement is achieved. The results 

suggest that the speed performance is increased 

up to 13x and 68x for each platform compared to 

the PC implementation. CUDA architecture is 

also used in [8]. In this work, Wu and Hong 

presented an efficient CUDA-based 𝑘-means 

with load balancing using the triangle inequality. 

Through extensive experiments, the algorithm 

achieves better efficiency as compared to CPU-

based 𝑘-means algorithms. As a result, improved 

performance in terms of speed and scalability is 

achieved. In the same way, Kumar et al. [8] used 

the triangle inequality to decrease the 

unnecessary distance calculations. In addition, 

they solve the problem of load imbalance which 

is related to their framework when these 

computations are avoided. 

3 DESIGN AND IMPLEMENTATION 

This section represents the heart of this paper 

where the aspects of 𝑘-means algorithm design 

are discussed. Furthermore, the inputs and 

outputs of the algorithm are illustrated in section 

3.1. Detailed design steps are presented in 

section 3.2. Both sequential and parallel versions 

of the 𝑘-means algorithm are designed and 

discussed in sections 3.3 and 3.4 respectively. 

3.1 Inputs and Outputs 

The inputs of the 𝑘-means algorithm are:  

- Dataset of n 2-dimensional data points.  

- 𝑘 value which indicates the number of clusters. 

The output of the 𝑘-means algorithm is: 

- 𝑘 clusters, each one includes a set of points. 

3.2 𝑘-Means Design 

As mentioned in section 1, 𝑘-means is one of the 

popular and simplest clustering algorithms that 

partitions a dataset into 𝑘 groups by minimizing 

the sum of squared error (SSE) between the 

mean of a cluster and the data points in the 

cluster. The algorithm starts with 𝑘 initial 

(3.2) 
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centroids and works iteratively to assign each 

point to one of the 𝑘 clusters based on feature 

similarity until a convergence criterion is met. 

More formally, given a set of n d-dimensional 

data points 𝑋 = {𝑥𝑖 , 0 < 𝑖 < 𝑛}, a set of 𝑘 initial 

centroids 𝐶 = {𝑐𝑗, 0 < 𝑗 < 𝑘}, and a mean of 

each cluster 𝜇𝑗, our goal is to minimize SSE as 

follows [9]:  

𝑆𝑆𝐸 = ∑ ∑ ‖𝑥𝑖 − 𝜇𝑗‖
2

        (3.1)

𝑥𝑖∈𝐶𝑗

𝑘

𝑗=1

  

The algorithm of 𝑘-means is described in the 

following four steps: 

1. Initialization: 

This step involves selecting 𝑘 initial centroids 

𝐶 = {𝑐𝑗 , 0 < 𝑗 < 𝑘} from the instance space, 

where 𝑘 is the number of clusters [10]. There are 

many methods proposed for selecting initial 

centroids. One common way is to randomly 

either choose 𝑘 actual data points from the 

dataset or generate 𝑘 virtual data points. The 

actual data point is a point that comes directly 

from the dataset. In contrast to the actual data 

point, a virtual data point is a point that not 

related to any point in the actual dataset [11].  

2. Distance Calculation: 

This step includes calculation of finding the 

closest centroid for each data point and 

computing the distance to it. There are many 

distance metrics to measure the distance between 

centroids and data points such as Manhattan, 

Euclidean distance, cosine similarity, correlation, 

etc. Euclidean distance is often used as a 

measure of distance for 𝑘-means clustering [12]. 

The distance between 𝑥𝑖 and 𝑐𝑗 is given by: 

𝑑(𝑐𝑗 , 𝑥𝑖) = √∑ (cj,t − xi,t)
2d

t=1
         (3.2) 

 

3. Centroid Recalculation: 

After assigning each point 𝑥𝑖 to the closest 

cluster 𝑐𝑗 , the centroids are re-calculated by 

compute the average of all points within the 

cluster as follows [1]: 

𝜇𝑗 =
1

|𝐶𝑗|
∑ 𝑥𝑖

𝑥𝑖∈𝐶𝑗

                 (3.3)  

4. Convergence: 

The clusters obtained after the previous steps are 

actually not optimized. In order to find a 

minimal SSE, steps 2 and 3 must be repeated 

until the results become stable. The stability 

condition is called convergence criterion and can 

be specified in multiple ways such as the 

convergence criterion is met after a fixed number 

of iterations or when centroids remain the same 

[10].  

It is worth noting that the time complexity of the 

𝑘-means algorithm is 𝑂(𝑛∗𝑘∗𝑖∗𝑑), where: 

𝑛: number of data points (instances) in the 

dataset. 

𝑘: number of clusters. 

𝑖: number of iterations. 

𝑑: number of dimensions. 

3.3 Sequential 𝑘-Means 

In this study, sequential model of the 𝑘-means 

clustering algorithm is designed with the aim of 

calculating the speedup gains of parallel 

implementation which express the impact of 

parallelization. As mentioned in section 3.2, the 

first step of 𝑘-means algorithm is selecting 𝑘 

initial centroids randomly. Because the quality of 

the clustering results highly depends on the 

quality of this selection, choosing good initial 

centroids can play an important role in obtaining 

better results as well as reducing the 

computational complexity of the algorithm [10]. 

The results in [11] show that the virtual points 

perform better than the actual points. Therefore, 

in this research, we will generate 𝑘 virtual points 
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randomly as initial centroids. To guarantee that 

the generated virtual points values don’t exceed 

the values range of the points in the dataset and 

consequently get good results, the random virtual 

points should be scaled using any normalization 

technique. The sequential algorithm is explained 

in figure 3.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.1 Sequential 𝑘-means Algorithm 

3.4 Parallel 𝑘-Means 

Designing a parallel model of the 𝑘-means on 

SMP is a big challenge because 𝑘-means is 

inherently sequential. Furthermore, the challenge 

lies not only in the design of a parallel algorithm, 

but the parallel algorithm must be superior to the 

serial algorithm in terms of execution time 

reduction which is the main objective of 

parallelism. Thus, we have to look for the 

independent parts of the algorithm that takes a 

long time of execution, and then execute them in 

parallel. These parts are often related to 

computations.  When we look at the four steps of 

𝑘-means, we find that the first step 

(initialization) cannot be parallelized, because it 

is too simple, and each centroid must be 

initialized globally. The computational 

bottleneck of the algorithm is the second step, 

where the distance between each point and 

centroid is computed, especially if there is a 

large number of points. This step can be 

parallelized by dividing the data points among 

processors and then, making each thread 

represents a point. Thus, each point is assigned 

to one thread to compute the nearest centroid for 

each point in a parallel manner. After that, each 

thread stores its result (closest centroid) in its 

own per-thread variable. At the end of this step, 

a reduction parallel pattern is used to collect the 

all threads results according to the closest 

centroid. The per-thread variables have to be 

reduced together into one overall variable to be 

ready to the next step. Figure 3.2 explains this 

idea. In the third step, new centroids for each 

cluster are re-computed which can be 

implemented in parallel, since each thread will 

represent a centroid. For the last step, the loop 

cannot be parallelized since an iteration relies on 

the results of the previous one. Figure 3.3 

illustrates the synchronous parallel 𝑘-means 

algorithm on SMP. Figure 3.4 shows a flowchart 

of the parallel 𝑘-means algorithm.  

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.2 Parallel Reduction  
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Figure 3.3 Synchronous Parallel 𝑘-means on SMP 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.4 Parallel 𝑘-means Algorithm  

4 EXPERIMENTS AND RESULTS 

To study the performance of the parallel 𝑘-

means on SMP, some experiments are conducted 

on both parallel and sequential versions of the 

algorithm. 

In section 4.1, the software and hardware 

specifications are illustrated. The main 

performance measurements to evaluate our work 

are described in section 4.2. Further, the detailed 

experiments and results are explained and 

presented numerically and graphically in section 

4.3. 

4.1 Hardware and Software Environment 

Sequential and parallel versions of the 𝑘-means 

algorithm are implemented on Intel core i7 with 

quad-cores running at 2.30 GHz and supports 

hyperthreading. So, the system operates like it 

has 8 cores because each core can handle 2 

threads. The operating system is Linux Ubuntu 

16, and the programming language is Java using 

NetBeans IDE. Parallel Java 2 (pj2) library is 

used for threads management. Further, it 

supports shared memory parallel programming 

on multicore computers [13]. 

4.2 Evaluation Measurements 

In this section, evaluation metrics are presented 

and explained to evaluate our work. These 

measures are divided into two categories. The 

first category includes the measures that evaluate 

the quality and the accuracy of 𝑘-means. The 

second category involves the measures that 

related to the performance of parallel programs. 

The following sections describe these measures. 

4.2.1 Quality and Accuracy of Clustering Results 

To evaluate the quality of 𝑘-means clustering 

results, Sum of Squared Error measure is used to 

handle this issue. Furthermore, the accuracy of 

clustering is computed as follows: 

1. Sum of Squared Error: 

When centroids are initialized randomly, 

different runs of 𝑘-means lead to different results 

in total SSEs because 𝑘-means algorithm only 

converges to the local minimum. As mentioned 

earlier, the quality of the clustering results relies 

on chosen of the centroids. So, choosing poor 

initial centroids may cause poor clustering 

results with higher SSE. One way to address this 

problem is to perform multiple runs with 

multiple different initial centroids and choose the 

one that gives the smallest squared error [9], [1]. 

Sum of squared error is a common measure to 

evaluate 𝑘-means. This evaluation defines a 

P
a
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for each cluster 
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good measure for the homogeneity of the 

clustering results. SSE is given by:  

𝑆𝑆𝐸 = ∑ ∑ ‖𝑥𝑖 − 𝜇𝑗‖
2

            (4.1)

𝑥𝑖∈𝐶𝑗

𝑘

𝑗=1

  

 

2. Accuracy of Clustering: 

In order to compute the accuracy of points 

clustering, we have to check that all points used 

are included in the clusters. Simply, we will sum 

the number of points in all clusters and compare 

it with the number of points in the dataset. If the 

sum is equal to the number of points, then all the 

points have been clustered. Otherwise, some 

points are un-clustered (𝑘-means is a crisp (hard) 

clustering algorithm, it assigns each data point to 

one cluster exclusively. So, there is no choice for 

some points to be duplicated). Figure 4.1 shows 

a flowchart of checking steps. The accuracy of 

clustering is computed by dividing the number of 

clustered points by the total number of points 

and multiplying the answer by 100. The 

accuracy of clustering is given by the following 

formula: 

𝐴𝑐𝑐𝑐𝑙𝑠𝑡 =
𝑐𝑝

𝑡𝑝
 × 100              (4.2) 

Where: 

𝑐𝑝: the number of clustered points. 

𝑡𝑝: the total number of points. 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 4.1 Checking the Clustering of Points 

4.2.2 Performance Metrics of Parallel 

Program 

It is important to study the parallel programs 

performance with the aim of determining the 

best algorithm, evaluating the efficiency of a 

parallel algorithm, examining the benefits from 

parallelism, and evaluating parallel hardware 

platforms. Some main metrics are used to 

analyze the parallel programs performance as 

below: 

1. Speedup: 

To see the benefit of parallelism, it is important 

to know how much speed gain is achieved by 

parallelizing a program over a sequential 

implementation. Therefore, a comparison with 

the running time of a sequential version of a 

given application is very important to analyze 

the parallel version. Speedup can be defined as 

the ratio of the execution time of the sequential 

version of a given program running on one 

processor to the execution time of the parallel 

version running on 𝑃 processors with problem 

size 𝑛 [14]. Speedup is given by the following 

formula [15]: 

𝑆𝑝𝑒𝑒𝑑𝑢𝑝 =
𝑆𝑠𝑒𝑞(𝑛, 1)

𝑆𝑝𝑎𝑟(𝑛, 𝑝)
            (4.3)   

Where: 

𝑆𝑠𝑒𝑞: speed (running time) of the sequential 

version. 

𝑆𝑝𝑎𝑟: speed (running time) of the parallel 

version. 

𝑝: number of processors. 

𝑛: problem size which denotes the number of 

computations that the program has to perform. 

As the problem size increases, the speedup 

increases. 

In fact, as the number of processors increases, 

the speedup increases. However, there is upper 

bound on speedup due to that there is no 

program can be completely parallel. Thus, there 

is a time allocated for the sequential fraction of 

the program. If 𝑓 is the sequential fraction of the 
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No 

Sum the number of 

points in all clusters 

All points are    

clustered 
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Some points are un-clustered 

End 

Sum = 𝑡𝑝 ? 

Set number of 

points = 𝑡𝑝 
 

173

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(4): 168-178
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



 

 
   

 
 

program, then its speedup is bounded by 
1

𝑓
  

regardless of the number of processors. This is 

known as Amdahl’s Law. 

In this research, serial and parallel models of the 

𝑘-means clustering algorithm are designed and 

implemented in order to calculate the speedup 

gains of parallel implementation which express 

the impact of parallelization. 

 

2. Efficiency: 

An alternative performance measure of a parallel 

application is the efficiency. It captures how a 

program’s speedup is close to ideal. In other 

words, efficiency measures the effectiveness of 

processors utilization of the parallel program 

[15]. It can be defined as the ratio of actual 

speedup to the number of processors [14] and 

expressed as [15]: 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
𝑆𝑝𝑒𝑒𝑑𝑢𝑝(𝑛, 𝑝)

𝑝
       (4.4) 

Where: 

𝑛: problem size.  

𝑝: number of processors. 

In an ideal parallel program, efficiency is equal 

to one and speedup is equal to 𝑝. However, in 

practice, it cannot achieve the ideal behavior 

because while running a parallel program, the 

processors cannot spend 100% of their time on 

program's computations. Thus, a real parallel 

program has an efficiency value between zero 

and one and speedup less than 𝑝 [16]. 

 

3. Scalability: 

The scalability of a parallel program is a 

measure to describe how the program 

performance changes as the number of 

processors is increased. As mentioned earlier, a 

speedup saturation can be observed when the 

problem size 𝑛 is fixed, and the number of 

processors 𝑝 is increased. However, the attained 

speedup increases when the problem size 𝑛 

increases for a fixed number of processors 𝑝 

[14]. In this sense, a parallel program is scalable 

if its performance improve continues as both 

problem size 𝑛 and number of processors 𝑝 are 

increased. Scalability is given by the following 

formula [17]: 

𝑆𝑐𝑎𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑛𝑝𝑎𝑟

𝑛5𝑒𝑞
             (4.5)   

Where: 

𝑛5𝑒𝑞: the largest problem size that the sequential 

program can be handled. 

𝑛𝑝𝑎𝑟: the largest problem size that the parallel 

program can be handled for a specific number of 

processors. 

4.3 Experimental Results 

Extensive experiments on both sequential and 

parallel models of 𝑘-means clustering algorithm 

are conducted. For a fair comparison between 

the two versions, the convergence criterion is 

met after a fixed number of iterations. We used a 

different number of points and a different 

number of cores to illustrate the impact of both 

on running time. Generally, the dataset consists 

of more than 100,000 points with 2 dimensions. 

Clustering benchmark dataset called Birch is 

used [18]. The additional parameters are 

illustrated in table 4.1. 

Table 4.1 Parameters of Experiments 

Parameter Value 

No. of Points 40,000 / 80,000 / 120,000 / 160,000 

No. of Clusters 20 

No. of Iterations 500 

No. of Cores / Threads 2 / 4 / 8 

 

1. Accuracy of Clustering and SSE: 

For all experiments that aim to evaluate the 

performance of parallel 𝑘-means, the accuracy of 

clustering and SSE values have been measured. 

As shown in table 4.2, all experiments result in 

an accuracy of 100%, implying the efficiency of 

𝑘-means clustering algorithm despite its 

simplicity. In order to measure the homogeneity 

of the clustering results, the program is run 
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multiple times with multiple different initial 

centroids and choose the results that give the 

smallest squared error as well as give the 

smallest running time as illustrated in the next 

section. The detailed results of accuracy and SSE 

are recorded in table 4.2. The large numbers of 

SSE do not mean large error values, but the 

reason is that there is a large number of points 

and each attribute of a point consists of six 

digits. 

Table 4.2 Accuracy of Clustering and SSE 

Points  Measure Sequential 
Parallel 

P=2 P=4 P=8 

40,000 
Accuracy 100% 100% 100% 100% 

SSE 14382.9 25322.4 71432.6 12756.8 

80,000 
Accuracy 100% 100% 100% 100% 

SSE 50697.8 45876.6 31665.2 53777.5 

120,000 
Accuracy 100% 100% 100% 100% 

SSE 22473.2 29548.3 78532.9 43672.1 

160,000 
Accuracy 100% 100% 100% 100% 

SSE 55821.7 81325.4 28775.1 92341.5 

 

2. Measuring Running Time: 

The running time of a sequential program is the 

time that the program takes from start to end its 

execution on a computer. The running time of a 

parallel program is the time that starts with the 

beginning of parallel computation and ends 

when the last processor finishes execution [16]. 

When a parallel program runs multiple times, it 

hardly yields the same running time, even with 

identical inputs. One of the potential reasons is 

that the background processes and other user 

programs running on the same computer stealing 

some CPU time away from the parallel program, 

causing the running time of the parallel program 

to increase [15], [17]. To address this issue, the 

parallel program should be run multiple times 

(e.g., 10 times) and measure the running time for 

each run, then the smallest running time value 

would be the best estimate of the true running 

time of the parallel program [17]. 

The first set of experiments are conducted to 

illustrate the impact of both the problem size and 

the number of cores on running time. The 

program is run multiple times with a various 

number of points and cores. The detailed results 

are recorded in table 4.3 based on the smallest 

running time. The results are also represented 

graphically in figure 4.2. As seen in the graph, as 

the number of points increases, the running time 

also increases for all cores. Further, the 

sequential 𝑘-means has a higher increasing rate 

in terms of running time as compared to the 

parallel 𝑘-means version for all cores. Also, the 

increasing number of cores results in decreasing 

the running time as shown in the graph. 

Figure 4.2 The Running Time Against the Number of 

Cores 

3. Speedup Measurement: 

In terms of speedup, multiple experiments are 

conducted to measure the gained speedup of 

parallelizing the 𝑘-means algorithm. The 

speedup is calculated according to formula 4.3 

and based on the running time results for a 

different number of points and a different 

number of cores. The detailed results are 

recorded in table 4.3. Furthermore, the speedup 

results are represented in figure 4.3. As seen in 

the graph, the increasing number of cores results 

in increasing the speedup for all number of 

points. However, the rate of increase begins to 
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slow as the number of points and cores increases. 

These results are expected since the scheduling 

of a large number of threads becomes more 

complicated. Therefore, the imposed overhead is 

higher.  

Figure 4.3 The Speedup Against the Number of Cores 

 

4. Efficiency Measurement: 

The third set of experiments are conducted with 

the aim of evaluating the efficiency of using the 

hardware resources. It is computed according to 

formula 4.4. The efficiency results shown in 

table 4.3 are also represented graphically in 

figure 4.4 for a different number of points and 

cores. It is noted that as the number of cores 

increases, the efficiency decreases. For 2 and 4 

cores/threads the efficiency is close to 1 because 

the experiments are conducted on a quad-core, 

while the efficiency decreases with 8 threads (4 

cores with hyperthreading) and may reach to 

zero with increasing number of cores. These 

results are expected because the hyperthreading 

is very expensive in terms of threads scheduling 

despite its advantages. Therefore, this overhead 

yield less efficiency. 

Although the efficiency of the sequential version 

is equal to 1, it does not mean that there is a full 

using of hardware.  However, the number of 

cores and the speedup of the sequential version 

are both equal to 1.  

 

 

Figure 4.4 The Efficiency Against the Number of Cores 

 

Table 4.3 Running Time, Speedup and Efficiency 

Points Measure Sequential 
Parallel 

P=2 P=4 P=8 

40,000 

Time(s) 5.64 3.15 1.93 1.62 

Speedup 1 1.79 2.92 3.48 

Efficiency 1 0.89 0.73 0.43 

80,000 

Time(s) 11.24 5.89 3.74 3.00 

Speedup 1 1.90 3.00 3.75 

Efficiency 1 0.95 0.75 0.46 

120,000 

Time(s) 17.39 8.78 5.54 4.34 

Speedup 1 1.98 3.13 4.00 

Efficiency 1 0.97 0.78 0.50 

160,000 

Time(s) 22.51 11.34 6.98 5.46 

Speedup 1 1.98 3.22 4.12 

Efficiency 1 0.97 0.80 0.52 

 

5. Scalability Measurement: 

The scalability is measured according to formula 

4.5 by dividing the largest number of points that 

each core/thread can handle by the largest 

number of points that the sequential program can 

handle. The results are recorded in table 4.4. 

Furthermore, Figure 4.5 shows the relationship 

between the maximum number of points for each 

core against the running time graphically. 

According to the results, the scalability is 

increased as the number of cores increased also. 
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Figure 4.5 The Scalability Against the Running Time 

Table 4.4 Scalability of Parallel 𝑘-means 

Version Cores Size up Scalability 

Sequential 1 4100000 - 

Parallel 2 8000000 1.9 

Parallel 4 13100000 3.2 

Parallel 8 16500000 4.0 

 

5 ANALYTICAL RESULTS 

For any parallel program, there is a fraction that 

should be implemented sequentially. In other 

words, it cannot parallelize the whole program. 

This is known as Amdahl’s Law. The sequential 

fraction 𝑓 of the program may consist of: 

- Initialization statements. 

- Thread creation and synchronization. 

- Input and Output. 

- Memory deallocation. 

Regardless of the number of processors that are 

available in the parallel architecture, the 

sequential fraction 𝑓 uses only one processor. 

Therefore, the speedup under Amdahl’s Law is 

given by the following formula [15], [17]: 

𝑆𝑝𝑒𝑒𝑑𝑢𝑝(𝑛, 𝑝) ≤
1

𝑓 +
(1 − 𝑓)

𝑝

          (5.1) 

Where: 

𝑆𝑝𝑒𝑒𝑑𝑢𝑝(𝑛, 𝑝): the analytical speedup. 

𝑓: the sequential fraction. 

1 − 𝑓: the parallel fraction. 

𝑝: the number of processors. 

 

To get the value of the sequential fraction 𝑓, the 

following formula is used: 

𝑓 =
𝑝 ∗ 𝑇(𝑛, 𝑝) − 𝑇(𝑛, 1)

𝑝 ∗ 𝑇(𝑛, 1) − 𝑇(𝑛, 1)
            (5.2) 

This formula calculates the sequential fraction 𝑓 

from running time measurements 𝑇(𝑛, 𝑝) and 

𝑇(𝑛, 1). Thus, Amdahl’s Law can calculate the 

upper bound of the parallel program speedup. 

The speedup results are recorded in table 5.1. 

Relatively, the actual and the analytical speedup 

are almost the same. 

Table 5.1 Actual and Analytical Speedup 

Points Measure 
Parallel 

P=2 P=4 P=8 

40,000 
Actual Speedup 1.79 2.92 3.48 

Analytical Speedup 1.79 2.92 3.48 

80,000 
Actual Speedup 1.90 3.00 3.75 

Analytical Speedup 1.91 3.01 3.75 

120,000 
Actual Speedup 1.98 3.13 4.00 

Analytical Speedup 1.98 3.14 4.01 

160,000 
Actual Speedup 1.98 3.22 4.12 

Analytical Speedup 1.98 3.23 4.12 

 

6 CONCLUSION AND FUTURE WORK 

This paper targets to accelerate the computation 

process of 𝑘-means clustering algorithm since 

the time complexity is increased with increasing 

the problem size. A parallel processing is used as 

a mechanism to achieve a high performance in 

terms of running time reduction. Parallel 𝑘-

means is developed on SMP using java 

programming language under Linux operating 

system. We utilize 4 cores with hyperthreading 

(8 threads) managed by PJ2 library. Accuracy 

and SSE values are measured to evaluate the 

quality of clustering results. All results prove the 

efficiency of 𝑘-means with 100% clustering 

accuracy. In addition, speedup, efficiency and 

scalability are the metrics used to measure the 

0

2

4

6

8

10

12

4 1 0 0 0 0 0  8 0 0 0 0 0 0  1 3 1 0 0 0 0 0  1 6 5 0 0 0 0 0  

R
U

N
N

IN
G

 T
IM

E 
(M

IN
) 

POINTS 

Sequential 2 cores 4 cores 8 cores

177

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(4): 168-178
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



 

 
   

 
 

performance of the parallel program. The results 

show that the gained speedup and the scalability 

increase with increasing the problem size and the 

number of cores, where the maximum speedup 

achieved is 4.12 and the maximum scalability 

reached is 4.0. On the other hand, the efficiency 

decreases with increasing the number of cores. 

The analytical results prove that the actual 

speedup is almost the same as the analytical 

speedup.  

As a future work, we will develop another 

parallel version of 𝑘-means to run on cluster 

parallel programming model.  This leads to a 

valuable comparison between the two models; 

SMP and clusters. 
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ABSTRACT 
Photovoltaic power generations (PVG) have been 

used generally and applied widely. Various power 

conditioning systems-PCS used in PVG have been 

also working on by many researchers. In addition to 

usual utilization, such PVGs are often applied for the 

time of disaster. In such a way, the solar panels having 

limited power are almost installed in limited area such 

as on top of the roof of the building. Some medical 

institutions have fairly desire to keep such PVG since 

they must keep the lives of people. The generating 

power in such case is fair limited, so the system 

construction should balance the reduced power. In 

such reasons, it is important to construct toward 

simple one.  In this paper, in order to give the reply, 

simple and concise PCS, especially novel inverter is 

considered. Considering fair reduced power and 

narrow space of installation, the system constructions 

should be much compact. The circuit strategy which 

gratifies their operating characteristic is presented and 

analytically discussed about circuit construction as 

advanced converter. The circuit operation is confirmed 

by using the circuit software constructed by PSpice. 

KEYWORDS: Circuit software, PSpice, Power 

Conditioner, PCS, Solar cell, Minimum construction, 

Buck-boost inverter, Photovoltaic power generation  

1 INTRODUCTION 

In modern medical care, the development of 

the structural function in the operating room is 

remarkable [1,2]. The endoscopic surgery 

including surgical robot and the catheter 

intervention has been applied, so that such 

remarkable operating technics have been 

developed with robotic operating room and 

hybrid operating room. For almost electrical 

equipment using in such medical facilities, even 

instantaneous interruption should not be 

permitted. In general, by means of larger scale 

interruptible power supply installed by generator 

and batteries is provided. In such system, 

however, the system scale becomes large 

accompanied by high cost [3,4]. 

The PCS including inverter have been 

presented in various PVG, so far [3,4]. 

However, it is necessary to reduce the cost even 

more. It is said that the system is approaching to 

an ideal one with respect to efficiency and 

construction strategy, but that cost would prevent 

wide spread. In such discussions, there are many 

subjects to be solved to utilize the PV power in 

utility interactive power generation. Even more, 

various safeguard equipment required according 

to regulations make the cost increase. In  fairly 

reduced power PCS as mentioned above used in 

limited facilities. In such case of reduced 

generating power, that is, in such PV power 

generation systems, there are so many subjects to 

be resolved [5-7]. 

The authors have been studied in a series of the 

small power PV system [7-9]. In this paper, some 

simple PCS systems, especially the components 

like inverters and chopper are integrated toward 

simple construction, which are presented and 

analyzed by using circuit software, PSpice. In the 

software, various techniques are originally and 

skillfully devised and presented. The whole result 

is analytically discussed.

2  PROPOSAL OF ADVANCED INVERTER 

2.1 Circuit configuration 

Figure 1. Proposed Advanced Inverter. 
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Fig.1 shows proposed circuit configuration 

having resistor load R. In comparison to the 

conventional high frequency inverter, where in 

half bridge circuit using boosted chopper, the 

obtained high frequency is rectified as dc-dc 

converter [8], the proposed configuration seems 

to be the same as the number of the circuit 

component 

Fundamental construction is presented in the 

figure. Various derived circuit construction could 

be obtained from this circuit. With regard to the 

efficiency, however, the power conversion 

process of the proposed one is simple and the 

number of conversion stage is reduced, so the 

proposed circuit is prominent in comparison. 

Those validities are confirmed as follows;  

 When the switch S2 is turned-on at the 

beginning, the power supply provides the load 

resistor R and inductor L in parallel connection. 

Secondly, when S2 is turned-off and S1 is 

turned-on, the stored energy in L is provided to R 

and at the same time the excess energy is 

delivered to the auxiliary capacitor. During last 

half period, as the supplied power from L is 

reduced gradually, a deficiency for supplied 

power from L is provided from auxiliary 

capacitor C.  Looking at the whole period, it can 

be seen that the contribution for power 

transmission through inductor L is predominant. 
On the other hand, the power transmission 

through C is a role of auxiliary power 

transmission. The percentage of power 

transmission from L to R is about 30% at usual 

specification, while one from L to R through C is 

20%. For your information, the one of the direct 

transmission E to R is 50%. It is interesting that 

the auxiliary capacitor C plays a role of like filter. 

In Fig.2, the power transmission chart is 

represented, where the power line is plotted by 

heavy solid line. That transmitted power is fairly 

large, while thin line represents small power 

transmission. Looking at the whole period, it can 

be seen that the contribution for power 

transmission consists of direct transmission from 

E to R. In addition, the route through inductor L 

is also predominant. It is remarkable strategy that 

the power transmission is constructed by the 

direct transmission. Furthermore, as another route, 

one is via-point of L and the other is via-points of 

L and C. 

Fig.3 shows the power flow chart for the 

conventional high frequency inverter reported as 

BHB-Boost Half Bridge [8], in which the circuit 

mechanism is compared and discussed with our 

strategy. The input power supply voltage is 

boosted in the half bridge inverter. After this 

operation, the high frequency ac power is 

obtained. After the energy of input power supply 

E is stored into L, the capacitor C is charged from 

power from L at switch turned-off. By means of 

this capacitor charge, the load R is supplied. The 

figure shows the flowchart of such operating 

mechanism, where there are three step power 

transmissions. On the other hand, for the 

proposed high frequency conversion, main 

transmission is performed by direct conversion 

from E to load, the other is a simple transmission 

way via single L or C. The number of conversion 

stage is much reduced. Consequently, the 

transmission efficiency can be expected as much 

improvement. 
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3 FURTHER DEVELOPMENT TOWARDS 

BUCK INVERTER 

3.1 Operation and characteristic of buck 

inverter 

  For further development with minimum 

circuit component, another method can be 

derived as shown in Fig.4. By means of 

alternating switching of S1 and S2, the power is 

delivered to the load R, where inductor L 

could be connected in series to R. The 

sinusoidal wave could be obtained, if 

desired. In this paper, however, the 

rectangular wave is supposed. Unbalanced 

charge of C might be concerned, but it can be 

seen that balanced charge characteristic can be 

realized by following discussion. In steady state 

condition, when S1 is turned on, the relationship 

is 

   E － vc(0) = Ri+.････････････(1) 

When S1 is turned off, 

vc(0) = Ri-     

where vc(0) is charged voltage of C, 

i+；is charging current, 

and  i-  is discharging current. 

････････････(2) 

・In steady state condition,   

 i+ = i-,  vc(0) = E /2 

C is charged to half the supply voltage 

････････････(3) 

・In transient condition, 

when S1is turned on, 

E - vc(t) = RC× dvc(t)/dt.

････････････(4) 

When S1 is turned off  

vc(t) = - RC× dvc(t)/dt

････････････(5) 

When the gradient of VC, dvc(t)/dt becomes

equal, relationship of E = vc(t) /2 establishes 

and  C is charged by E/2. 

Figure 4. Circuit Configuration of Buck Inverter. 

Fig.5 shows power flowchart. When S1 is 

turned-on and S2 is turned-off, the load R and C 

are supplied simultaneously. When S1 is turned 

off and S2 turned on, the R is supplied from 

power of C. In such a way, the half power from 

E is directly supplied to load R at S1 turned on. 

This operation contributes to efficiency 

improvement that is fair advantageous. Fig.6 

shows the flowchart of conventional BHB 

inverter for comparison [8]. For half bridge, C is 

connected in series with supplied power, image 

of sequential power transmission may be 

occurred. But actually, the circuit is changed by 

two steps. Thus, efficiency consideration should 

be taken into account a little.   
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Figure 6. Flowchart of Conventional BHB Inverter. 
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4  COMPARISON OF ESTIMATED 

TRANSMISSION  EFFICIENCY 

4.1  Local transmission efficiency 

A. Proposed Buck Boost Inverter 

According to the value of inductor, the 

by-passed load current to the capacitor is 

varied and the efficiency becomes also 

varied. The influence due to inductor 

ripple is considered and the operation is 

analyzed.  

・ L is sufficiently large ; The by-passed current 

through C becomes much reduced, in which 

conversion efficiency is a little improved. In 

order to get hold of conception of efficiency 

value, it is assumed that efficiency between single 

stage is, for example  ŋ = 90％. Thus, 

Ｅ→Ｒ(ŋ ×τon = 45%),Ｅ→L(ŋ ×τon = 45%), 

L→Ｒ(ŋ×τoff×ŋ = 40.5%) 

････････････(6) 

Under consideration of power flowchart in 

above Fig.5, the total efficiency can be obtained 

as follows, 

(ŋ ×τon = 45%) + (ŋ × τoff × ŋ = 40.5%) 

= 85.5  ････････････････････(7) 

In equation, the total efficiency can be obtained 

by summation of each value during τon and τoff 

period. 

・L is not sufficiently large.; The power through C 

is dependent on the current ripple relative to 

average load current Io. For example of 

assumption, the relative value will be given by 

R/(L4fo) = 1/2. Thus, the conversion efficiency 

can be calculated. The power transmission 

through C is assumed to be constant, αC = 1/8. 

The direct transmission to R is the remainder, αR

= 7/8. In such way, the whole transmission is 

performed as follows; 

E→R(ŋ ×τon = 45% ),Ｅ→L(ŋ ×τon = 45% ), 

L→Ｒ(ŋ×τoff×αR×ŋ = 35.4% ), L→C(ŋ×τoff×αC×ŋ 

= 5.1%), C→Ｒ(ŋ×τoff×αC×ŋ×ŋ = 4.6%) 

････････････(8) 

To be put in order, the following total 

efficiency can be obtained, that is. 

(ŋ×τon = 45%) + (ŋ×τoff×αR×ŋ = 35.4%) 

+(ŋ×τoff×αC×ŋ×ŋ=4.6%)=84.98%  

･･････････････････(9) 

B. Boost Half Bridge-BHB type [8]; 
・When L is not large ;  

the compensated capacitor current includes 
the ripple, whose value is assumed to be the 
same as the above example. The power 
transmission ratio through the upper capacitor 
is assumed to be constant αC = 1/8. The direct 
transmission root through L, C2 to R is the 
remainder, αR = 7/8. Thus, 

E → L( ŋ ×τon = 45%), L → C2 → Ｒ (ŋ 
×τoff-on×αR×ŋ×ŋ = 31.89%), L → C1 →
R(ŋ×τoff×αC×ŋ×ŋ = 4.55%) ･･････････(10) 

where τoff-on means relative turn-on period and 
turn-off period represented by τoff-on =1/2. 

・When L is sufficiently large ; The deviated 

current through upper C is almost zero. The 

efficiency is calculated as follows; 

Ｅ→L(ŋ ×τon = 45%), L→C(ŋ ×τoff×ŋ  = 

40.5%), C→R(ŋ ×τon ×ŋ ×ŋ =36.45%),E→R( ŋ 

×τoff = 45% )          ････････････(11) 

The total efficiency is given by 

(ŋ ×τon ×ŋ ×ŋ =36.45%) + (ŋ ×τoff = 45% ) 

= 81.5% ････････････････(12) 

where τoff-on means relative turn-on period 

and turn-off period represented by τoff-on

=1/2. 

To be put in order, the following total 

efficiency can be obtained. 

(ŋ×τon= 45%) + (ŋ×τoff-on× αR ×ŋ×ŋ = 31.8%) + 

ŋ×τoff×αC×ŋ×ŋ = 4.5%) = 81.3% ････ (13) 

C. Buck inverter type ; Each transmission 

efficiency is given by the similar manner 

as before. 

E→R(ŋ×τon=45%), Ｅ →C(ŋ×τon=45%), C →

R(ŋ×τoff×ŋ = 40.5%).    ･･･････････(14)   

The total efficiency is 85.5 % 

D. Conventional Half bridge inverter; 

Firstly, switch is turned-on, the power is 

transmitted as follows; 

182

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(4): 179-185

The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



E→R(ŋ×τon=45%),Ｅ→C1(ŋ×τon=45%), C2→

R(ŋ×τoff×ŋ = 40.5%).. ･･･････････(15) 

By the next switching, the operation of 

transmission is repeated.  

Ｅ→Ｒ(ŋ×τon=45%),Ｅ→C2(ŋ×τon=45%), C2

→R(ŋ×τoff×ŋ = 40.5%). ･･･････････(16) 

The total efficiency becomes 85.5%. 

E.   Comparison of Characteristics among 

Variable Converter 

Table 1 Characteristics of Variable Converters. 

Eff % Num. Load 

V 

Max.curren 

Buck-Boost Inv 85.5 8 E I 

(with ripple 1/2) (85.0) (8) (E) (I) 

Boost-Half-Bridge 81.5 9 E I 

Buck Inverter 85.5 7 E/2 I* 2 

Half Bridge Inv. 85.5 8 E/2 I* 2 

Table 1 shows characteristics mainly for 

conversion efficiency among various converters. 

Two converters on the upper two stages and on 

the lower two stages are analogous characteristics, 

respectively. 

Firstly, as comparing two converters, 
Buck-boost Inverter and BHB [8] on upper stage, 

both inverters are having favorable feature of 

high load voltage. The maximum device current 

for BHB becomes double that is fairly 

disadvantage. The number of devices of the 

proposed Buck-boost Inv. is decreased from nine 

to eight, which brings the improved efficiency by 

a few percent. Secondly, on the bottom stage by 

two inverters, the disadvantage is that the 

supplied voltage E is given by 1/2, while the 

current is double . This feature brings shortage of 

efficiency. For withstand current of device, 

however, the increased current over load current 

does not flow. For buck inverter, as compared to 

conventional Half Bridge Inverter, the number of 

devices is decreased by unity. 

5. DETAILED OPERATIONAL DISCUSSION

FOR PROPOSED BUCK INVERTER 

  In advance of confirmation in the experiment 

by circuit simulation, the circuit performance is 

analyzed in detail by using operating circuits. The 

operation starts from S1 turning-on in Fig.7. 

・Period I 

When S1 is turned-on, conduction to the load 

starts. At the same time, the charge toward the 

capacitor begins. The supplied power from E is 

E×i. Consequently, the circuit differential 

equation is given by 

E  = Ldi/dt +Ri +∫i/C dt ･････(17)

In the right side equations, the front two terms 

are the power which burdens the load and the last 

term is for the capacitor C charging. When the 

switch S1 is turn-off, this period comes to an end.  

・Period II 

When S1 is turned-off. Due to the stored energy 

of inductive load, the current is continued to flow 

where current flow is supported through D2. That 

is, the current is commutating to this path and 

continues to flow into the capacitor. This energy 

is supplied from the load of inductive component. 

 ・Period III 

After the energy of L is discharged, the current 

becomes zero. According to the polarity of 

capacitor voltage, the current begins to flow in 

that direction. That is, at the end of period I, S1 is 

turned-off and S2 is turned-on, according to the 

polarity of capacitor voltage, the current flowing 

starts and the load is supplied. The circuit 

equation is as follows;  

・Period IV 

When S2 is turned-off and S1 is turned-on, 

flow is reversed ones during this period when the 

D1 is conducted. Namely, due to the stored 

energy of the inductive load the operation is 

established. According to the load of inductive 

component, the energy is returned to the power 

supply and this period comes to an end.  The 

power regenerative operation is only this period. 

In this operating circuit, even if there is only one 

capacitor, that is, even if there is no another 

capacitor, usual operation can be performed 

successfully.  As a result, the circuit component 

is reduced by unity. That is this feature is 

remarkable characteristic. The stored energy of L 

and C is regenerated towards E and supplied to R 

as follows. 

EC – E = Ldi/dt +Ri ････････････(18)

In usual half bridge, the regenerating operation 

towards supply does not occurs, so this operation 

characteristic is disadvantageous. 
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(a) Period I 

Figure 7. Operational Circuit of Buck Inverter. 

6. EXPERIMENTAL CONFIRMATION BY

USING CIRCUIT SOFTWARE, PSPICE

Fig.7 shows schematic circuit configuration, 

constructed by circuit software by PSpice. 

The corresponding circuit is shown as 

proposed inverter for the first mentioned in 

Fig,1. The transistor switches are represented 

by devised pulse generators, operating 

switching period is shifted half cycle each 

other. When the switching is turned on, the 

generator voltage becomes zero. When the 

switch is turned off, the generator becomes 

high voltage. At that time, the current is 

blocked to flow. The dammy resistors play the 

role to keep the execution of the calculation of 

differential equations in the software. Fig.8 

shows the simulated result by using simulator 

of Fig.7. Each result shows anticipated ones.

Load 

 Load 

 Load

ｏａｄ

(b) Period II 

oad 

(c) Period III 

load 

(d) Period IV 

6  CONCLUSIONS 

The paper is presented and confirmed by 

circuit software, PSpice, whose idea is 

obtained from unified inverter circuit 

constructed by chopper and inverter circuit. 

The number of the conventional 

corresponding circuit configuration is totally 

ten, while for the proposed construction, the 

number is eight. This result is the reason why 

the proposed inverter is called as minimum 

circuit construction. In parallel load method, 

which can be developed to dc to dc converter, 

as the number of conversion stages is reduced 

satisfactorily, an improved efficiency can be 

achieved. Finally, as looking at the whole 

view compared to the usual PVG having 

large scale inverter. The characteristic may 

be, however, a little deteriorated. Because of 

providing towards limited area power supply, 

quality of electric power is fairly permitted. 
The authors have been researching about 

superb photovoltaic power generation system 

for medical facilities. In such place, 

employing electrical equipment is strictly 

required in the standard based on regulation 

according to like “Japan Industry Standard” 

[9,10], where requirement for basic safety 

and 
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essential performance for the medical 

equipment, is dictated. The important degree 

of emergency power supply is varied 

according to its treatment for medical 

electrical equipment like life sustainable 

system, operating room light maintenance, 

etc. [11]. For example, in artificial respiration 

equipment or patient monitor, if no battery 

installation system is adapted, such power 

supply system is not permitted. In optimum 

design specification of PV power generation 

system, adaptive installation may be more 

efficient. 

In the near future, with a spread of 

ultra-large-capacity and ultra-high-speed 

internet communication system, remote 

control surgery like in remote island may be 

realized, it is said. In such a case, even more 

reliable power supply system will be 

important. 
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ABSTRACT

In the agricultural field of Japan, there is two is-
sues are facing; population aging and labor short-
age are progressing, rapidly. In order to solve these
problems, it is indispensable to create a method
that improves productivity and labor-saving tech-
nology in agricultural works. A weeding robot is
one of an approach for achievement of these prob-
lems, it can be considered that labors will be re-
leased from tough or dangerous works. In this
study, autonomously controlling the weeding robot
will be focused on. To achieve this, an algorithm
will be proposed that autonomously constructs a
state-action space based on various sensor informa-
tion and can apply it to actually work.
The main contribution of this paper is in the de-
velopment of vision-based navigation and inte-
grated control system for straight-running or turn-
ing behavior to guarantee performance during of

the working. The presented system benefits from a
magnetic compass, a fixed camera, and a P-control
module. An estimation method of boundary of
the workspace distance obtains view of in-front-
of the robot using a monocular camera to enable
detect edges of the workspace. Moreover, an ob-
stacle detection method obtains in-front-of view of
the robot using the camera. In this method is ap-
plied a deep-learning module to detect and cogni-
tion an obstacle. A rotation controller is developed
to counter-rotation turn the robot such that at the
target boundary point, to avoid the robot reach out
of the workspace, or avoid an obstacle. In addi-
tion, the P-control module provides that command
for straight-run to prevent the robot get stuck or un-
desirable change a course in the mud of paddy-field.
In verification experiment, a state-action space, in-
cluding the position of the obstacle was constructed
and can avoid an obstacle, in each work. Further,
we have been confirmed that the robot can counter-
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rotation turn 90 degrees (spin-turn) at the boundary
point of workspace.

KEYWORDS

Agricultural robot, Crawler, Autonomous naviga-
tion, Revise command generation, Work saving
technology, Weed management, Edge detection

1 INTRODUCTION

In recent years, aging and labor shortage are
rapidly progressing also in the agricultural sec-
tor of Japan. Because of this reason, it is in-
dispensable for a technology concerning labor-
saving of agricultural work and improvement
of productivity. Therefore, introduction of a
robot in the agricultural field has been pushed
forward, aggressively.

Agricultural robots are roughly classified into
a vehicle type robot typified by a tractor [1, 2],
a manipulator type robot performing a move-
ment similar to a human hand [3, 4], a facil-
ity type robot performing a milking operation,
a power assist type an assistance of a work-
ing of a person [5, 6]. Even among them, our
group has been conducting research on weed-
ing robots, especially based on the vehicle type
robot [7, 8]. In other words, a paddy-weeding
robot is described in fig. 1 has been focused
on.

Even when it is said to be a weeding robot

Figure 1. A Paddy-weeding Robot.

in general the range is extensive and compli-
cated; working environments according to pur-

pose are also diverse, such as weeding on the
levee or wet rice culture, grass cutting on the
slope of the inter-mountain areas.

The concept of the weeding robot system

Paddy weeding robot

(in wet rice culture)

Levee weeding

robot

Slope weeding

robot

Portable device

Current status

of tasks

Mown carrier robot

(AGV)

Compost 

basket

Figure 2. A Covered Area the Weeding Robot Systems
Followed.

will be developed is shown in fig. 2. Examples
of these element technologies include a trav-
eling section having fine running performance
suitable for various working environments, a
weeding section for removing weeds, a sensor
and control system for autonomous working,
and an ICT for providing information to the la-
bor in the remote area. In this paper, the travel-
ing control algorithm for autonomous working
will be focused on.

It’s necessary to avoid an obstacle au-
tonomously for enable to autonomous control
the weeding robot. However, the working en-
vironment is often in a non-maintenance envi-
ronment. For this reason, it’s indispensable to
develop a flexible behavioral algorithm what to
avoid obstacle by utilizing the detection and
recognition that. In this paper, we propose
a method to enable autonomous traveling of
weed control robots.

This paper is organized as follows: In sec-
tion 2, how difficult to control autonomously
in a situation of weeding will be stated. Fur-
ther, how to estimate a direction and distance
within a boundary, will be motivated. More-
over, details about the noise reduction method
for using a magnetic compass in a situation
of estimate a direction, and the forward mon-
itoring method using edge detection and deep-
learning package, will be stated. In section 3,
a verification experiment configuration will be
described. In section 4, the summary of this
work is concluded.
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2 APPLICATIVE RANGE OF THE
ROBOT SYSTEM AND PROBLEM OF
WEEDING

As mentioned above, the working environ-
ment is often a non-maintenance environment,
has been stated. Furthermore, since the road
surface on which the robot travels will be under
non-maintenance environment, there is a possi-
bility that the revolutions and speed of the mo-
tor won’t be coincide with each other. In this
case, it is difficult to estimate the speed from
only the rotation speed, or estimate the direc-
tion. Further, in case of the robot will be oper-
ated near the boundary with the outside of the
working area, will be considered. There is a
possibility that it may deviate out of the area, in
the worst case if the turning behavior won’t be
performed normally. Or perhaps there is a pos-
sibility that the robot will leave from manage-
ment or the robot itself will be damaged. More-
over, even with a non-contact sensor, depend-
ing on the weather conditions of the outside
world, unexpected information may be mixed
with the information obtained from the sensor.
In this case, it may the robot act what is not in-
tended by the designer. As a result unfavorable
phenomena may occur from the viewpoint of
productivity and safety.

In order to solve the problems mentioned

Figure 3. A Crawler-typed Prototyped Robot.

above, the crawler-type prototyped robot in
this study is shown in fig. 3. This robot is
equipped with a GPS module, an ultrasonic

sensor, magnetic compass module with gyro-
scope and accelerometer, and a camera mod-
ule.

If an obstacle will be detected forward by
the ultrasonic sensor, the robot will be stopped
temporarily. Next, the front will be pho-
tographed by the camera module, and the ob-
ject will be identified by deep-learning. In this
case, when a harmful to human is considered
or an object which may possibly fall or be dam-
aged will be detected, the position is recorded
by GPS and rapidly retreated. When approach-
ing that point after a certain period of time de-
celeration. At this time if an object is not de-
tected the point, the position is deleted and nor-
mal running will be resumed.

Moreover, in addition, we will try to verify
its practicality in order to achieve the follow-
ing items by using the camera module that in-
stalled in the robot system, and the software
group that installed in Raspberry Pi 3 Model
B+ of the system.

(1) Separation of workspace boundary area
for images taken by monocular camera.

(2) Discrimination of out of boundary area or
obstacle using deep-learning (Google In-
ception v3).

(3) Whether or not the continuing ability of
working by counter-rotation turn based on
the result of (1) or (2).

2.1 A Strategy of Operate of Weeding

In the former study, the proposed method
cannot traveling along the wet rice line
straightly, and reach the edge of the field, au-
tonomously. Moreover the method of the turn-
ing technique that is necessary to turn back and
enter the adjacent row of rice lines, but it is a
challenge to recognize the edge of the field be-
cause of the system had been driven by remote-
controlled. Therefore, in this study, the image
processing method will be applied for straight
run and turn like a spin-turn at the edge of the
field as shown in fig. 4. A decision of the
turning point based on the photographed result
using edge detection is as shown in fig. 5.
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Figure 4. Decision the Turning Point based on the Photographed Result using Edge-detection.

2.2 How to Spin-turn using Magnetic
Compass ?

As mentioned earlier, it is difficult to turn
right or left at an angle using the difference of
the rotation angle of the left and right motor,
precisely. Therefore, in this study, the mag-
netic compass of the 9-axis sensor complex
MPU-9250, will be focused on.

Generally, when the magnetic compass is
made horizontal to the ground and rotated 360
[deg.], The geomagnetic data in the x-axis and
y-axis directions are plotted in a form that
draws a circle. Based on this result, if north
will be defined as 0 [deg.] and assuming that
the magnetic flux density on the x-axis of the
sensor is Gx and the magnetic flux density
on the y-axis is Gy the azimuth of the robot
to which the sensory output will be given as
follows[9]:

θ = tan−1 Gy − Gy,off

Gx − Gx,off
(1)

Gx,off and Gy,off are offset amounts for cancel-
ing the magnetic noise emitted from the mo-
tor, Raspberry Pi, a GPS module, or other elec-

tronic devices.
On the other hand, the magnetic compass

of MPU-9250 used in this study is 3-axes and
doesn’t consider the attitude of the sensor, as
pitching. Thus, as the attitude of the sensor
changes, the influence of the geomagnetism in
the vertical direction affects the geomagnetism
of the x − y axis. As a result, it gives an er-
ror in the estimated direction. Therefore, to
estimate the roll and pitch angle of the sensor
from the 3-axis acceleration sensor of MPU-
9250, moreover, try to correct the geomag-
netism based on that value. By using the in-
formation on the 3-axis accelerometer, ax, ay,
az, the roll angle φ and the pitch angle ψ can
be calculated as follows:

φ = tan−1 ay

az

(2)

ψ = tan−1 −ax

ay sin φ + az cos φ
(3)

Therefore, by using this angle information
and the magnetic compass, the direction ϑ is as
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Figure 5. A Flow of Strategy for A Running or Avoiding an Obstacle.

follows:

ϑ = tan−1 A

B
(4)

A = (Gz − Gz,off) sin φ

− (Gy − Gy,off) cos φ (5)
B = (Gx − Gx,off) cos ψ

+ (Gy − Gy,off) sin ψ sin φ (6)
+ (Gz − Gz,off) sin ψ cos φ

However, in case of detecting of the direction,
the result of the magnetic compass may be the
mixed with a high frequency noise that make
computation of Raspberry Pi or driving noise
of motor, or other device during control. Thus,
in this study, a median filter and a low-pass fil-
ter will be applied to reduce these noises. In
this study, we will apply this azimuth estima-
tion algorithm in order to spin-turn. Firstly, the
median filter is an effective method that can, to
some extent, distinguish out-of-range isolated
noise from legitimate sensor features such as
edges and lines. Specifically, the median filter

replaces a 1-dimensional array by the median,
instead of the average, of all values in a neigh-
borhood w of time-series sensory information:

y(i, j) = median{x(i, j) ∈ w} (7)

where w represents a neighborhood defined by
the user, centered around location [m, n] in the
time-series of sensor information.

Moreover, in secondly, a low-pass filter will
be applied for reduction of noises. In this
study, the low-pass filter is given by the fol-
lowing difference equation:

y(nT ) = x(nT ) + x[(n − 1) · T ] n = 0, 1, 2, . . .
(8)

where x(n) is the filter input amplitude at time
n, and y(n) is the output amplitude at sampling
time n. Further, where T is the sampling inter-
val in seconds.
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2.3 How to Detect Edge of Boundary Area
and Obstacle ?

For item (1) of section. 2, the edge detection
was performed using the horizontal-direction
Prewitt filter is described in eq. (9), and it was
decided to cut out an area that could become a
boundary line from the result (fig. 6). By car-
rying out the filtering, it is possible to distin-
guish the traveling road surface and the slope
such as a boundary of workspace with respect
to the photographed image.

K =

 1 1 1
1 −2 1
−1 −1 −1

 (9)

Further, by specifying which part of the pho-
tographed image the boundary line obtained
by the edge processing exists, the distance of
the robot. From this result, the distance to the
end of traveling road surface can be specified,
moreover, the turning point will be determined
from the photographed image, and the turning
behavior will be taken.

2.4 How to Predict and Compensate the
Action Command in Paddy-field ?

In general, bottom of the paddy field is not
necessarily flat. That includes mud, weed, or
other things. Sometimes the wheel of robot
or other vehicle-typed machine will be affected
by these things; it will get stuck or movement
course will force to change. At worse, it may
occur that damage to rice or perhaps there is a
possibility that the robot will leave from man-
agement or the robot itself will be damaged, as
mentioned in section 2. To avoid these prob-
lems, prediction method will be focused on, in
this study. The robot will be obtained course of
action based on the prediction result if the pre-
diction module will be mounted. In this paper,
the time series of compass-direction ϑ will be
focused on.

For controlling a robot in a dynamic en-
vironment, an action can be chosen based on
the current result and former actions and states
[10, 11]. In other words, we can obtain the pre-
dicted result of the compass-direction and ac-

(a) Source Image

(b) Applied Prewitt Filter
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(c) Calculated Feature Quantity

(d) Out of Boundary Area Extraction

Figure 6. An Example of Edge-detection
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tion command for DC motors if we can obtain
the former compass-direction ϑ series. The
mechanism of this method is as follows in fig.
7. To achieve of this mechanism, the follow-

Around this 

position will 

be defined 

the start 

position. 

Identify the 

direction 

using 

compass, 

and guide 

the former 

direction 

using P 

control. 

(In situation at the operating on paddy-weeding.)

Figure 7. An Image of Compensate the Action of the
Crawler.

ing equations for controlling DC motor based
on the compass, will be structured.

PWMright = PWM − u (10)
PWMleft = PWM + u (11)

u = ksync · (ϑ [t] − ϑ [t − 1]) (12)

In other words, use the P control for cater-
pillar synchronization when the crawler runs
straightforward because the rotation angle of
DC motors is not same even though same
PWM is applied (shown in fig. 8).

3 THE VERIFICATION EXPERIMENT

3.1 Outline of the Experiment

In this experiment, the way of two experi-
ments will be carried out; firstly, in order to
confirm the usefulness of the proposed method,

Compass

(MPU-9250)
ksync

main 

script

Z-1

PWMleft

PWMright

u

ϑdiff = ϑ [t] – ϑ [t – 1]
ϑ [t]

ϑ [t – 1]

+
-

+
-

+
+

Figure 8. A Block Diagram of P Control for the Cater-
pillar Synchronization.

the crawler will be able to running straight-
forward (fig. 9), will be considered. Next,
secondly, a ridge of rice fields as the termi-
nal wall will be taken as an example (fig. 10).
At this time, the actual taking a picture of for-
ward view and traveling that including running
straight or spin-turning, will be repeated. Dur-
ing this process, to verify that it is possible for
the robot to turn at a right angle near the ridge.

Figure 9. Experimental Environment for Straightrun-
ning.
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Figure 10. Experimental Environment for Spin-turning
and Straightrunning.

3.2 Experimental Results

3.2.1 An Experimentation of Straightrun-
ning Performance of the Crawler

In this experiment, the crawler had been put
on the flat floor (fig. 9). The results of actually
applying the proposed method to the straight-
forward are shown in fig. 11. In this way, it
was confirmed that it was possible to running
straightforward.
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Figure 11. A Tracking Route of the Crawler.

3.2.2 An Experimentation of Running Per-
formance of the Crawler

Here, a wall as an example of levee, will be
taken. In this experiment, whether it is possi-
ble for the crawler to turn at a right angle, will
be verified. During the experiment, the crawler
will actually take a picture of a front view for
observes the situation, and run or spin-turn, re-
peatedly. The running record of the crawler
will be shown in fig. 13 and 14. From the re-
sult, after straight running for a certain period

of time, it was confirmed that was turned to the
right as seen from the direction of travel. Fur-
ther, it continued straight running for a certain
period of time, has been confirmed.

Figure 12. A Behaviour of Sptin-turning of the Crawler
in the Experimental Environment.
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Figure 13. A Process of Migration Pass-way.
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Figure 14. A Trace of Operating the Crawler Move-
ment.

3.3 Discussion on Experimental Results

Now, let’s focus on these results. In fig-
ure 17(d), the result of actually applying the
proposed method to the captured image. In
this experiment, the horizontal-direction Pre-
witt filter had been applied to detect an edge

193

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(4): 186-197
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



0 10 20 30 40 50 60
0

100

200

300

400

500

600

700

800

900

time [sec.]

L
ef

t 
M

o
to

r 
P

W
M

 D
u

ty
 [

%
]

Figure 15. A PWM Duty for Left Motor.
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Figure 16. A PWM Duty for Right Motor.

of the boundary area, that has been shown in
fig. 17(b). From the result, the sum of the
pixel will be calculated to detect the boundary
area (fig. 17(c)). In this way, it was confirmed
that it was possible to distinguish the water sur-
face and the edge of the wall of the traveling
road surface. As similar, in fig 18, the crawler
had taken pictures of front to detect the edge
of the levee and the surface. In this way, the
crawler can detect the edge and obtain the lo-
cation of spin-turn at the boundary area. Fig-
ure 18 had been taken by the crawler to obtain
the location of spin-turn. In this figure, an area
of the picture had been occupied over 70 per-
cent by the levee. Moreover, it was confirmed
that it has robustness to color change due to
the surrounding environment, since it is also
possible to divide even in the image different
from figs. 6 and 17. Next, let’s consider about
the tracking of movement. Figures 13 and 14
are tracking of movement for the crawler run-
ning. In figure 13, the azimuth of the crawler
had been hold same direction (almost 100 de-
grees). However, after 20 seconds, the azimuth
had been increased negative-direction and ap-
proaching near 10 degrees from initial direc-
tion. Finally, it had been converged around 10
degrees. Next, figure 14 will be focused on.
Firstly, the crawler had been running straightly.

Then, it had been turned and changed move-
ment direction. In this way, it can be confirmed
that the crawler had been moved straight or
spin-turn based on an edge-detection. Now,
let’s focus on result of the magnetic compass.
The time-waveform of the azimuth obtained
by the magnetic compass when during spin-
turning (fig. 13) contains many variations that
are seen as noise. As this factor, the following
issues can be considered:

• Changes in body posture due to uneven-
ness of running road surface.

• A magnetic field changes by the left and
right motors at the time of spin-turn.

• A magnetic field changes due to in-
creased power consumption by calcula-
tion of Raspberry Pi.

Regarding this point, it can be reduced a cer-
tain amount of noise by stopping for a certain
period of time at the spin-turning, then measur-
ing the offset amount and correcting it, again.
From these viewpoints, we conclude the exper-
imental results are reasonable.

4 CONCLUSION

In this study, we considered a method of self-
generating a behavioral strategy by generating
a map of the activity-field by itself, while act-
ing in a non-maintenance environment. As a
preliminary step, in this paper, we had con-
sidered an autonomously-drive algorithm us-
ing a self-running mobile crawler-typed robot
equipped with the compact monocular camera
shown in fig 3. In detail, a turning algorithm
that swiveled the spin-turn based on the mag-
netic compass of MPU-9250 at arbitrary po-
sitions by result of the image processing and
recognition, had been considered.

In the verification experiments, the effective-
ness had been confirmed by implementing the
turning algorithm; the crawler had spin-turned
in the 9 o’clock direction at the point where the
boundary area; end of the workspace had been
recognized, and then had been running straight
again. As a result of the verification experi-
ment, as the levee had recognized as a location
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of the termination as shown in fig. 18 by the
crawler, the behavior of the spin-turning had
been confirmed, and the effectiveness of the
proposed method has been confirmed. As
the future work, learning actual objects related
to these grasses, assuming the situation of grass
cutting and weeding, will be planned. How-
ever, there are cases where the weeds are af-
fected by the wind or other things or that will
be shaken. To deal these problems, also, an im-
plementation of image sharpening and evalua-
tion of its usefulness is subjected to be studied
in the future. In addition, the proposed system
will be separated; Raspberry Pi as the sensing
and communication function, and Arduino as
the driving control function of the motor con-
trol or other works. From this plan, load bal-
ancing and real-time performance will be im-
proved.

Moreover, the previous study [12] will be ap-
plied to behavioral algorithms more efficiency,
so that the proposed system can travel and
work at constant speed on ramps including up-
hill roads such as levee will be possible. At the
same time, it is necessary to investigate algo-
rithms to introduce multiple robots with differ-
ent body structures or different roll with indi-
vidual roles into the workspace, to work coop-
eratively and efficiently [13].
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ABSTRACT 

 
Owing to the fact that metal oxide         

semiconductor field effect transistors (MOSFETs) 

can be effortlessly assimilated into ICs, they have 

become the heart of the growing semiconductor 

industry. The need to procure low power dissipation, 

high operating speed and small size requires the 

scaling down of these devices. This fully serves the 

Moore’s Law. But scaling down comes with its own 

drawbacks which can be substantiated as the Short 

Channel Effect. The working of the device 

deteriorates owing to SCE. In this work numerical 

simulations have been performed to investigate the 

electronic transport through the Silicon (Si) channel 

of four terminal Nano-MOS namely; drain, source, 

top gate and bottom gate. Also, the thickness of 

Silicon film channel is varied from 1.5 nm, 2.5 nm, 

3.5 nm, 4.5 nm and 5.5 nm with other structural 

dimensions remain unchanged. The simulation is 

carried out at room temperature (RT) using Nano-

MOS simulating software. Three models have been 

presented such as; ballistic transport using Green’s 

function approach, ballistic transport using semi 

classical approach, and drift diffusion transport. The 

electrical properties such as 2D electron density of 

the sub bands, sub bands energy profile and drain 

current - gate voltage (IDS-VGS) have been plotted to 

compare the performance of these three transport 

models. From the simulation analysis, the drift 

diffusion transport model shows low performance in 

comparison with the two other models, maybe due to 

the electron gas scattering encountered during the 

transport through Si channel. Meanwhile, Green’s 

function approach and semi classical approach shows 

almost similar results with high performance. 

 

KEYWORDS 

Ballistic transport, Drift Diffusion Transport, 

MOSFET, Nanoscale, Semi Classical Transport. 

 

1. INTRODUCTION 

The numerical modeling of open quantum 

devices has become an indispensable tool to 

understand transport physics of semiconductor 

devices scaled down to nano-meters regime [1]. 

Non-equilibrium Green’s function (NEGF) 

method is a comprehensive approach to 

elaborate the quantum transport under external 

potential bias. Semi-classical approach applies 

the techniques of Boltzmann kinetic to explain 

the electron transport. Both of these models are 

ballistic in nature. Meanwhile, drift diffusion 

transport has scattering [2]. 

In 1965 Gordon Moore predicted that the 

number of transistors per chip would quadruple 

every three years [3]. The channel length which 

is an important dimension has been shrinking 

continuously and will continue to decrease [4]. 

The reason behind this continuous miniaturizing 

is to have high speed devices in very large scale 

integrated circuits. As we are scaling down the 

size of device, channel length of the device 

shrinks and this nearness between source and 

drain reduces the gate electrodes controlling 

influence on the potential distribution and 

current flow in the channel which in result 

deteriorates device performance. The double-

gate (DG) transistor is considered one of the 

most promising devices for extremely scaled 

CMOS technology generations. Indeed, due to a 

good electrostatic control of the channel by the 

two gates, it is expected to provide smaller short-

channel effects (SCE), near ideal sub-threshold 

slopes and higher drive currents when compared 

to single-gate (SG) transistors [5, 6]. 

 

2. THEORITICAL BACHGROUND 

2.1. Ballistic and Diffusive Carriers 

Transport Mechanisms  

198

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(4): 198-205
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)

mailto:atijjani.phy@buk.edu.ng


 

Before the discovery of ballistic carrier transport, 

the transport mechanism of the conventional 

MOSFET is mainly “diffusive”, which means 

that the electron takes a random walk from the 

source to the drain, traveling in one direction for 

some length of time before getting scattered into 

some random direction as sketched in Fig.1.0 

below. The mean free path mfp, that an electron 

travels before getting scattered is typically less 

than a micrometer (also called a micron = 10
-

3
mm, denoted by μm) in common 

semiconductors, but it varies widely with 

temperature and from one material to another 

[7].  

 

 

    
Figure 1.0: Diffusive and Ballistic carriers transport 

 mechanisms 

 

2.2.  Transport Equations 

Transport equations such as the Boltzmann 

equation can describe electron dynamic. They 

determine the dynamics of electron density 

distribution in response to perturbation such as 

external electric field and electron density 

gradient. The electron drift-diffusion equation is 

given by 

                         

          (1) 

          

Where; 

 is the electron current density 

 is the electron density 

 is the electron mobility 

 is the electron diffusion coefficient 

 is the electric field 

 is the electric potential 

 

2.3. Poisson’s equation 

Poisson’s equation is a fundamental equation 

describing the spatial relationship between a 

certain electron density distribution and the 

corresponding electric field. It holds true no 

matter which transport equation/model we use, 

so it is a common routine for all simulation 

options. 

 

              

Where; 

 is the electrical potential 

 is the electron density 

 is the hole density 

 is the donor density 

 is the acceptor density 

In Nano-MOS, we assume the absence of holes 

and only treat electrons. Thus, 

Poisson’s equation becomes 

       

        
                                                                                     

3. METHODOLOGY 

In this paper, online Nano electronic device 

simulation software, Nano-MOS is used to study 

the variation effect of silicon film thickness at 

nano regime, where by five different DG-Nano-

MOS with thickness of silicon film channel 1.5, 

2.5, 3.5, 4.5 and 5.5nm are simulated 

respectively with other structural dimensions 

fixed. The double gate Nano-MOS are simulated 

using nanoMOS simulation software. Figure 2.0. 

shows Si double gated MOSFET. 
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Figure 2.0: Ideal double-gated MOSFET structure 

 

3.1. Nano-MOS Software 

The Nano-MOS is a 2D simulator for thin body, 

fully depleted double gate n-MOSFETs. A 

choice of three transport models is currently 

available (drift diffusion, classical ballistic and 

quantum ballistic). The transport models treat 

quantum effects in the confinement direction 

exactly and the names indicate the technique 

used to account for carrier transport along the 

channel. Each of these transport models is solved 

self-consistently with Poisson’s equation. 

Several internal quantities such as sub-band 

profiles, sub-band areal electron densities, 

potential profiles and I – V information can be 

obtained from the source code. 

3.2. SIMULATION PROCEDURE: 

• The device modelling was done by 

choosing device type, that is double gate 

MOSFET. 

• Then transport and bias are set by 

choosing ballistic transport using Green’s 

function approach. 

• Then device description such as, source 

and drain doping concentration, source 

and drain length, top and bottom gate 

length etc was also set. 

• Then silicon film channel thickness was 

varied from 1.5nm to 5.5nm. 

• The program is then run to obtain results. 

• However, steps 2 to 5 was repeated with 

ballistic transport using semi-classical 

approach and lastly with drift diffusion 

transport. 

 

Table 1.0: Input Parameters and their Values 

INPUT PARAMETERS VALUE 

Source/drain doping 
concentration 

1e20/cm3 

Source/drain overlap 0 

source/drain length 7.5nm 

source/drain potential 
fixed 

0.6V 

 Channel length 10nm 

Top/ bottom insulator 
thickness 

1.5nm 

Top/bottom gate length 10nm 

Temperature 300K 

Gate voltage step size 0.05V 

Silicon film channel 
thickness 

1.5nm – 5.5nm 

 

4. RESULTS AND DISCUSSION 

4.1. Simulations Result of 2D Electron Density 

of Sub-bands along Channel  

4.1.1. SIMULATIONS RESULT AT 1.5nm Tsi 

The plot of 2D electron density of sub-bands 

along channel shown in figure 3.0 shows that the 

three transport models curve have roughly the 

same outline, except that there are discrepancies 

in the magnitude of 2D electron density of the 

sub-bands in the drain reservoir, channel and 

source reservoir region. The distribution of 

electron density was almost the same for ballistic 

transport using Green’s function and semi-

classical approach, whereas the drift diffusion 

model has more electron on the channel region 

due to scattering mechanism. 
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Figure. 3.0: 2D electron density of the sub-bands along 

 channel 

 

4.1.2. SIMULATIONS RESULT AT 2.5nm Tsi 

The plot of 2D electron density of sub-bands 

along channel at 2.5nm Si film thickness shows 

that the distribution of electron density was 

almost the same for ballistic transport using 

Green’s function and semi-classical approach 

while drift diffusion transport has more electron 

on the channel region and is more than that of 

1.5nm. 

 

Figure. 4.0 2D electron density of the sub-bands along 

 channel 

 

 

 

 

4.1.3. SIMULATIONS RESULT AT 3.5nm Tsi 
The plot of 2D electron density of sub-bands 

along channel at Si film thickness of 3.5nm 

shows that the distribution of electron density of 

Green’s function and semi-classical approach are 

almost the same while drift diffusion has more 

electron at channel region. 

 

Figure. 5.0: 2D electron density of the sub-bands along

  channel 

4.1.4. SIMULATIONS RESULT AT 4.5nm Tsi 

The plot of 2D electron density of subbands 

along channel at 4.5nm Si film thickness shows 

that the distribution of electron density of 

Green’s function and semi-classical approach are 

almost the same for while drift diffusion 

transport has more electron at channel region 

 

 
Figure. 6.0: 2D electron density of the sub-bands along 

 channel 
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4.1.5. SIMULATIONS RESULT AT 5.5nm Tsi 

The plot of 2D electron density of sub-bands 

along channel at Si film thickness of 5.5nm also 

shows that the distribution of electron density of 

Green’s function and semi-classical approach are 

almost the same while drift diffusion transport 

has more electrons at channel region. Generally, 

the magnitude of 2D electron density of the sub-

bands increases as the thickness of Si film 

increased, since there are more number of 

electron quantity. 

 

 
Figure. 7.0: 2D electron density of the sub-bands along

  channel 

4.2. SIMULATIONS RESULT OF SUBBANDS 

 ENERGY PROFILE ALONG CHANNEL 
 

4.2.1. SIMULATIONS RESULT AT 1.5nm Tsi 

The plot of sub-bands energy profile along the 

channel for Si film thickness of 1.5nm shows 

that Green’s function and semi-classical 

approach have roughly the same potential 

barrier. On the other hand, drift diffusion 

transport shows a moderate higher potential 

barrier. 

Figure. 8.0: sub-bands energy profile along channel 

 

4.2.2. SIMULATIONS RESULT AT 2.5nm Tsi 

The plot of subbands energy profile along the 

channel for Si film thickness of 2.5nm also 

shows that Green’s function and semi-classical 

approach have almost the same potential barrier 

while drift diffusion transport shows a moderate 

higher potential barrier and is higher than that of 

1.5nm 

 Figure. 9.0: sub-bands energy profile along channel 

 

4.2.3. SIMULATIONS RESULT AT 3.5nm Tsi 

The plot at 3.5nm Si film thickness shows that 

Green’s function and semi-classical approach 

have almost the same potential barrier and is 

higher than that of 2.5nm. On the other hand, 

drift diffusion transport shows a moderate higher 

potential barrier. 
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 Figure. 10.0: sub-bands energy profile along channel 

 

4.2.4. SIMULATIONS RESULT AT 4.5nm Tsi 

The plot at 4.5nm Si film thickness shows that 

Green’s function and semi-classical approach 

have roughly the same potential barrier and drift 

diffusion transport shows a moderate higher 

potential barrier and is more than that of 3.5nm.  

 

Figure. 11.0: sub-bands energy profile along channel 

 

4.2.5. SIMULATIONS RESULT AT 5.5nm Tsi 

The plot at 5.5nm Si film thickness shows 

that Green’s function and semi classical 

approach have almost the same potential 

barrier and is higher than that of 4.5nm. On 

the other hand, drift diffusion transport 

shows a moderate higher potential barrier 

and also is higher than that of 4. 

5nm.Therefore as thickness of Si film 

increased, the potential barriers for all 3 

transport models increased 

Figure. 12.0: sub-bands energy profile along channel 

 

4.3. SIMULATIONS RESULT OF DRAIN 

CURRENT AGAINST GATE VOLTAGE 

4.3.1. SIMULATIONS RESULT AT 1.5nm Tsi 

The plot of drain current versus gate voltage for 

Si film thickness of 1.5nm shows that Green’s 

function and semi-classical approach have 

almost the same current at off state as well as on 

state. On the other hand, drift diffusion transport 

has the lowest drain current due to scattering 

mechanism. 

 

 Figure: 13.0: Drain current versus gate voltage 

 

4.3.2. SIMULATIONS RESULT AT 2.5nm Tsi 
The plot drain current versus gate voltage for Si 

film thickness of 2.5nm shows that Green’s 

function and semi-classical approach have 

almost similar current because are ballistic in 

nature, while drift diffusion has lowest current 

due to scattering. However, as thickness of Si 

film is increased, the peak on state current is also 

increased for all models. 
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Figure: 14.0: Drain current versus gate voltage 

 

4.3.3. SIMULATIONS RESULT AT 3.5nm Tsi 
The plot of drain current versus gate voltage for 

Si film thickness of 3.5nm shows that Green’s 

function and semi-classical approach have the 

highest drain current and almost the same, 

because are ballistic in nature and drift diffusion 

transport has the lowest drain current because of 

scattering. However, as thickness of Si film 

increased, the peak on state current also 

increased as shown from the plot. 

 

 

Figure: 15.0: Drain current versus gate voltage 
 

4.3.4. SIMULATIONS RESULT AT 4.5nm Tsi 
The plot of drain current versus gate voltage for 

Si film thickness of 4.5nm shows that Green’s 

function and semi-classical approach have 

highest drain current and is higher than that of 

3.5nm, also drift diffusion transport has lowest 

drain current and is also higher than that of 

3.5nm. Therefore, as thickness of Si film 

increased, drain current and peak on state current 

increased. 

 

 Figure: 16.0: Drain current versus gate voltage 

 

4.3.5. SIMULATIONS RESULT AT 5.5nm Tsi 
The plot of drain current versus gate voltage for 

Si film thickness of 5.5nm shows that Green’s 

function and semi-classical approach have 

highest drain current compared to 1.5nm, 2.5nm, 

3.5nm and 4.5nm. Also, drift diffusion transport 

has highest drain current compared to 1.5nm, 

2.5nm, 3.5nm and 4.5nm. However, the peak on 

state current is higher than that of 1.5nm, 2.5nm, 

3.5nm and 4.5nm. 

 

 Figure: 17.0: Drain current versus gate voltage 

 

5. CONCLUSION 

In this work three transport model studied, from 

which it was observed that, Green’s function and 

semi-classical approach produced roughly the 
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same characteristics, since both of them deal 

with ballistic transport. However, drift diffusion 

transport has the lowest performance due to 

existence of scattering. When all other structural 

design of nanomos are fixed, increment in Si 

film thickness result in more number of electron 

in the channel region. Thus, it is observed that 

thick-body nanomos can perform better than 

thin-body nanomos. 
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ABSTRACT  

The degrading performance of network 

coverage, resource allocation, and utilization is 

due to the rapidly increasing number of cellular 

subscribers, which is immensely difficult to 

predict the traffic load in Nigeria. The available 

developed algorithms and models did not well 

consider the behavior of the traffic load using the 

adopted input variables of this research. This 

paper arguably constructs an Artificial Neural 

Network (ANN) as Conventional technique to 

forecast the instantaneous traffic load per cell or 

eNodeB of 3G networks in Kano Metropolis. 

Four Active 3G networks data was extracted and 

recorded with the aid of W995 TEMS Pocket 

Phone over thirty five cells. The forecasted 

models when tested apparently tracked the 

measured traffic load with RMSE of 0.148365%, 

0.21878%, 0.3327% and 1.32220%, thus 

achieved MAPE of 0.00394%, 0.00696%, 

0.00109% and 0.03978% for A, B, C and D 

networks respectively. These validated that the 

Conventional technique can be a valuable tool in 

forecasting traffic load in Nigeria and could also 

be adopted in forecasting of large-scale 

metropolis cellular networks. 

 

KEYWORDS: Artificial Neural Network 

(ANN), traffic load, RSCP, Path loss, SIR. 

 

1 INTRODUCTION 
One of the most significant revolutions of mobile 

communications is that subscribers can use their 

mobile phones to access the subscribed services 

as long as they are in the operator’s coverage 

area [1]. However, this revolution results in an 

exponential increase of service demands. The 

multifarious service demands brought up 

research development in areas of power control, 

handover procedures, frequency hopping, 

discontinuous transmission, spectrum efficiency, 

multiple access technology, cluster size and 

frequency re-use [2]. These techniques were 

developed aimed to increase the number of 

subscribers that can access the limited 

transmission channels in the mobile 

communication networks [3]. Therefore leads to 

development of different cellular standards from 

the second generation (2G) to third generation 

(3G) and now beyond, but still the subscribers’ 

voice and data traffic demands are rapidly 

increasing. In order to reduce the pressure of 

circuit switched networks (2G), high switched 

packet networks (3G) are introduced to provide 

higher quality signal with balance traffic load to 

subscribers. Universal Mobile 

Telecommunication System (known as UMTS) 

is a third generation (3G) telecommunications 

technology. The most common form of UMTS 

makes use of WCDMA (Wideband Code 

Division Multiple Access, which is an air 

interface standard and compulsory feature of any 

mobile telecommunications device of the 3G 

network) and this is the type of 3G technology 

employed in Nigeria. The transmitting (Tx) and 

receiving (Rx) Frequencies, measures in Mega 

Hertz (MHz) of the four active 3G mobile 

networks in Kano as well as Nigeria in general 

were given in table 1 below. 

 

Table 1: 3G Band Plan [4] 

Networks Tx  Frequency 

(MHz) 

Rx  Frequency 

(MHz) 

A 2140-2150 1950-1960 

B 2110-2120 1920-1930 

C 2120-2130 1930-1940 

D 2130-2140 1940-1950 

 

The four active 3G networks in Kano have voice 

connection of more than 7, 811, 290 subscribers. 

Therefore the subscribers of these networks are 

very aggressive with the abysmal services 

receiving from the operators. One of the core 

concepts to solve the conflictions and inherent 

problems between multifarious service demands 

and limited radio resource is to increase the 
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number of eNodeBs in order to get higher total 

capacity. But the major issues of employing 

more eNodeBs into the networks were among 

others expensive and maintenance/installation 

cost, thus necessitated the need of having a very 

good tool in forecasting the behavior of traffic 

load. The major challenge of forecasting traffic 

load in cellular network is the non-linearity 

behavior of the network parameters. However, as 

bandwidth is cheap forecasting in networking 

often relies on simple techniques and/or over 

provisioning. A precise forecast of traffic loads 

in the 3G network is an essential task for a 

network carrier, as the upgrade path for network 

equipment needs two to four month time to be 

implemented [5]. This work established that 

traffic load in Kano is much lower than reported 

from the Nigeria Communication Commission 

(NCC), likely due to more expensive 3G 

infrastructure deployment plans in Nigeria. 

Traffic load is moderately correlated between the 

nodes belonging to the eNodeB. Finally the work 

also contributed in the construction of ANN 

linguistic models and when tested apparently 

tracked the measured traffic load, which could 

be adopted as a valuable tool in forecasting 

traffic load in 3G cellular network. 

In recent times several research works were 

conducted on traffic load some based on 

statistical approaches, mathematical modellings, 

adaptive neuro fuzzy interference system 

(ANFIS), algorithm adoption, and fuzzy logic, as 

in [6] presented statistical methods, the random 

and the "best carrier" were analyzed and the 

results showed significant similarities in certain 

conditions subscribers per cell of SINR. Traffic 

cell analysis was carried out, traffic 

characteristic was determined and also traffic 

performance parameters were depicted in [2]. 

Similarly, [3] presents different methods to 

predict the load increase in a 3G live network, 

the DHR delivers a better MAE (Mean Absolute 

Error) performance. [1] Statistically modeled the 

downlink throughput per cell distributions over 

time and over different cells of an existing 3G 

network based on real network throughput data. 

Likewise [7] collected data from measurements 

on live 3G networks and compared the measured 

cell loads and number of users with the values 

estimated by the models. [8] Presented the 

design and implementation of a Fuzzy Logic 

multi-criteria handoff algorithm based on signal 

strength, path-loss and traffic load of base 

stations and the received signal to interference 

ratio as to balance traffic in all the neighboring 

sites at any time. The limitations of intelligent 

methods include the appropriate selection of 

membership function and choice of structure 

among others [9]. Therefore, to the best of our 

knowledge, up to now, this is the first paper 

dealing with the forecast of traffic load in a 3G 

cellular network using ANN. 

The paper is organized in the following: Section 

1 presents the nature of the problem, purpose, 

contributions and the previous literature. The 

methodology, measurement setup and the 

forecasting method formed section 2. The results 

and discussion is covered in section 3 and also 

validation of the models is also cover in this 

section. Finally section 4 formed the conclusion. 

 

2 MATERIALS AND METHODS 

2.1 Typical 3G network 

Typical 3G network comprised of a Radio 

Access Network (RAN) and a core network 

(CN). Radio Network Controllers (RNCs) 

control multiple Base Stations (NodeBs), which 

connects with multiple User Equipments (UEs). 

Each NodeB is basically configured with 

multiple sectors (commonly 3 and up to 6 

sectors) in different directions. The core network 

consists of Serving GPRS Support Nodes 

(SGSN) and Gateway GPRS Support Nodes 

(GGSN) to perform data access and charging 

functionality. The combination of HSDPA and 

HSUPA is called High Speed Packet Access 

(HSPA) [10], the network structure is depicted in 

Figure 1. 
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Figure 1: The 3G WCDMA network architecture [11] 

 

2.2 Definitions of Important Parameters 
a) RSCP (Received Signal Code Power): 

This is the downlink power/signal 

strength received by the UE on the pilot 

channel and measured in dBm. A higher 

RSCP indicates a better channel [12]. 

b) Transmitting Power (Tx power): This is 

the performance metric used to measure 

the transmitting ability of a cell/nodeB 

[12].  

c) Path Loss: The path loss is the difference 

(dB) between the transmitted power and 

the received power. It represents signal 

level attenuation caused by free space 

propagation, reflection, diffraction and 

scattering [13]. Total path loss increases 

only substantially and appreciably with 

an increase in path-length, foliage 

distance, and reduction in transmitted 

frequency. Also occurs even when there 

are no obstacles between the transmitting 

and receiving antenna [14]. 

d) Signal-to-Interference Ratio (SIR): This 

is defined as the power of a certain signal 

of interest divided by the sum of the 

interference power (from all the other 

interfering signals) and the power of 

some background noise. Received Total 

Wideband Power (RTWP) measures the 

total level of noise within the 3G 

frequency band of any cell and captures 

uplink interference. A lower RTWP 

indicates a better channel and unloaded 

network [10]. 

e) Traffic Load: Traffic is the minutes of 

calls in Erlang [14]. Therefore Traffic is 

determined from the number or volume 

of calls intensity and service time (mean 

holding time, MHT) [2]. As in [2] traffic 

can be categorized into offered traffic, 

carried traffic and block traffic. Thus [2],  

Offered traffic = carried traffic + block 

traffic                                                   (1) 

The following formula could be 

adopted by the RF engineers to 

calculate the number of calls or 

Erlangs [13]:  

 

      (2) 

2.3 Experimental Setup 
The experimental setup is represented using flow 

chart as shown in figure 2. Step 1:  The four 

carriers in consideration were examined using 

the same technique and at the same locality of 

thirty five cells/NodeBs with the aid of TEMS 

Pocket. TEMS Pocket is an advanced cellular 

network diagnostics tool for both indoor and 

outdoor measurement built into a Sony Ericsson 

W995 phone. TEMS Pocket is suitable for day-

to-day verification, maintenance and 

troubleshooting of cellular networks but is also 

handy for many cell planning tasks. Some 

further key features of these devices are: 

GSM/GPRS quad-band, WCDMA/HSPA , 8.1 

megapixel camera, Integrated GPS and in-built 

scanner [15]. Step 2: The data was collected for 

a period of 16 weeks (4 months), various times a 

day at an interval time of different hours. 

Informations such as RSCP, Tx power, pathloss, 

SIR, traffic load, etc were obtained and recorded 

for both intra and inter calls on a research’s 

designed form. Step 3: the artificial neural 

network was constructed with the above 

informations. Step 4: here, the voice traffic load 

was predicted and finally Step 5: the models 

were evaluated using error criteria. 
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Figure.1: The experimental Setup flow chart 

 

2.3 Study Location 

Kano metropolis, Kano Nigeria is situated 

between latitudes 11° 25’N to 12° 47’N and 

longitude 8° 22’ E to 8° 39’ E east and 472m 

above sea level. Kano metropolis is boarded by 

Madobi and Tofa Local Government Areas 

(LGAs) to the southwest, Gezawa LGA to the 

east, Dawakin Kudu LGA to the southeast, and 

Minjibir LGA on the northeast. The study area of 

this research is made up of eight local 

government areas (LGAs): Dala, Fagge, Gwale, 

Kano Municipal, Nassarawa, Tarauni and parts 

of Kumbotso and Ungogo Local Governments. 

This location was chosen based on the fact that 

the population of the people in the area continue 

to grow substantially due to education, 

marketing and trading has been the dominant 

economic activity of the populace of the 

metropolitan Kano that is why it is referred as 

the Centre of Commerce in the country due to 

long flourished marketing activities. Kano 

metropolis is the third largest town in Nigeria 

after Lagos and Ibadan. It has a population of 

2,826307 people [15].  

 

 
Figure 3: Research location 
 

2.4 Methodology 

An artificial neural network (ANN) is a 

computational model based on the structure and 

functions of natural neurons [16]. The technique 

of adjusting the weights is called training or 

learning. ANN is considered nonlinear statistical 

data modeling tools where the complex 

relationships between independents and 

dependents are mapped or modeled. The ANN 

considered here is used for engineering purposes, 

such as forecasting, data compression and 

pattern recognition. ANN has several advantages 

but one of the most recognized of these is the 

fact that it can actually learn from observing data 

sets. This gives it universal acceptability as a 

random function approximation tool. ANNs have 

three layers that are interconnected as shown in 

Figure 3. The first layer consists of input 

neurons; x1, x2,…xn. Those neurons send data on 

to the second layer (weights); y1, y2,…yn. Which 

in turn sends the output neurons to the third 

layer; z [16]. Training an artificial neural 

network involves choosing from allowed models 

for which there are several associated algorithms 

[17].  
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Figure 4: ANN Structure and it workspace 

The data was extracted with the aid of W995 

Transmission Environmental Monitoring System 

(TEMS) phone which recorded the RSCP, SIR, 

Pathloss, MHT, Established Calls, Hand over 

and traffic load files respectively. These data 

were refined and converted into an Excel format 

due to the likely unavoidable errors, outliers and 

missing values. The data was embedded into the 

ANN which is considered here as a conventional 

technique. The conventional technique model 

was developed using MATLAB (R2013a) with 

RSCP, SIR and pathloss as input data and the 

traffic load at enodeBs as the target output. Each 

data set consisted of three input columns and one 

output column. The construction was set as 

depicted in fig. 4 using 1 input layer with 3 

inputs data, two hidden layers and one output 

layer. The first hidden layer consisted of 10 

neurons, second consisted of 20 and the output 

consisted of 1 neuron layer, the output of the 

target is the eNodeBs' traffic load of the 

networks. The sampling interval is 1, completion 

time is 16.25sec and 10 maximum number of 

iterations were reached (epoch is 10). Thus each 

model is trained with one data set. The input data 

is normalized from the value of -1 to 1, these 

data set is further divided into two sets: 90% of 

these data are fed into the training process at 

random, while 10% was selected for testing 

phase. The output values were obtained when the 

input values were inserted into the first hidden 

layer, thus the output of the first hidden layer 

was fed into the second hidden layer, and the 

output of second hidden layer was fed into the 

input of the output layer. The value obtained at 

the output layer is the value of the network 

output. The models training were controlled by 

the following conditions: maximum epoch, 

minimum error and early stopping criteria. 

The developed models were statistically 

analyzed using Mean Absolute Percentage Error 

(MAPE) and Root Mean Square Error (RMSE) 

as equated in (3) and (4). These are to compare 

the performance of the forecasting techniques 

and to consider the effect of the magnitude of the 

actual values so as to judge the models. 

 

 

Where  is the measured value,  is the forecast 

value and  is the number of samples.  

 

3 RESULTS AND DISCUSSION 
Figure 5, 6, 7 and 8 demonstrated the 

performance of the models during training phase 

of the three input variables of RSCP, Pathloss 

and SIR, for the four active 3G networks 

respectively. While figure 9, 10, 11 and 12 

depicted the performance of the four 3G 

networks input variables during testing phase. 

The performance of the traffic data when 

evaluated using Mean Absolute Percentage Error 

(MAPE) and Root Mean Square Error (RMSE) 

during training and testing phases of the A, B, C 

and D Networks respectively are presented in 

Table 2. 
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Figure 5: Performance of A Networks during Training 
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Figure 6: Performance of B network during training  
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Figure 7: Performance of C network during training 
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Figure 8: Performance of D network during training 
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Figure 9: Performance of A network during testing phase 
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Figure 10: Performance of B network during testing phase 
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Figure 11: Performance of C network during testing phase 
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Figure 12: Performance of D network during testing phase 
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3.1 Validation of the Models 
It is important to demonstrate how representative 

the models are for the simulations of networks 

with a given average traffic load and the models’ 

ability to make representative of user estimations 

for different individual cell/eNodeB loads. Thus 

the forecasted models arguably demonstrated 

good fit to the traffic load when tested using 

equations (3) and (4) respectively. The result of 

the test is tabulated below in Table 2. 

 

 Table 2: Performance Evaluation of the Models 

 

Networks MAPE 

Training 

(%) 

RMSE 

training 

(%) 

MAPE 

Testing 

(%) 

RMSE 

testing 

(%) 

A 0.00437 0.13666 0.00394 0.14836 

B 0.00132 0.03507 0.00696 0.21878 

C 0.00065 0.01711 0.00109 0.03327 

D 0.03240 0.89103 0.03978 1.32220 

 

4. CONCLUSION 

This paper predicted the traffic behaviors of four 

active 3G networks in Kano metropolis using 

Artificial Neural Networks as Conventional 

technique. The prediction error estimate is 

consistent at some certain levels. Whereby the 

traffic data for A, B and C networks when 

predicted were significantly accurate in tracking 

the observed data while D network did not track 

the observed data exactly but still is consistent 

with less than 2% error for both MAPE and 

RSME which is strongly recommended. The 

results proved that the conventional technique 

models could be served as valuable tools in 

forecasting voice traffic load in 3G networks at 

the case study location or any environment with 

similar network deployment. 
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