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ABSTRACT 

Even if solving equations systems is a very old 

and discussed problem in Algebra, this issue 

continues to be of great interest to both 

mathematicians and computer scientists, the 

proof  being the large number of scientific papers 

about numerical methods that have appeared 

lately. In this work, more than 70 papers which 

proposed solving equations systems problem 

with techniques from artificial intelligence were 

reviewed. The convergence and the complexity 

of these methods are also discussed on this 

paper. Finally, conclusions and future directions 

are presented. 

 

KEYWORDS: equations systems, artificial 

intelligence  

 

1 INTRODUCTION 

Even if solving equations systems is a very old 

and discussed problem in Algebra, we can say 

that this issue continues to be of great interest to 

both mathematicians and computer scientists, the 

proof  being the large number of scientific papers 

about numerical methods that have appeared 

lately. Why this particular and intense interest in 

solving equation systems? The answer is simple: 

real world can be easier and accurate described, 

understood and modelled using equations 

systems. 

Before computers, only mathematicians 

were primarily concerned with the study of 

solving the equation systems. Their interest in 

the issue comes from antiquity, when in The 

Nine Chapters on the Mathematical Art, a 

Chinese book composed by several generations 

of scholars from the 10th–2nd century BCE, a 

technique for solving equations systems very 

close to Gaussian elimination is presented. Also, 

ancient Greek mathematicians’ contributions 

must be taken into consideration. Other 

important contributors to this issue were Michel 

Rolle (1690), Newton (1720), Nathaniel 

Hammond (1742) and Thomas Simpson (1755). 

The computer that emerged in the last 

century has become the primary tool in the 

implementation of equations systems solving 

methods, equations systems that were 

increasingly bigger, practically prohibitive to 

solve them with the pencil on the paper. More, 

the computers generate a second stage in the 

development of methods of solving the equation 

systems. The next stage begins with using 

parallel computers, which required the 

adaptation of the known solving methods, 

allowing the real-time solving of large and very 

large systems (millions of equations). 

The Artificial Intelligence and its results 

in recent decades have led to a new stage in 

solving equation systems. Different from 

traditional mathematical approach, this stage is 

not easily accepted by mathematicians. 

Nowadays, mathematicians consider two 

main types of methods for solving equation 

systems: direct methods and iterative methods.  

Mainly, direct methods consist of 

converting the system of equations into an 

equivalent triangular system that is easier to 

solve. Direct methods make it possible to 

determine the exact solution of the system only 

in the ideal case when there are no rounding 

errors due to the finite representation of numbers 

in computer memory. Major problems arise 

when systems with more than 100 equations are 

solved with direct methods, when these   

methods are unusable due to the accumulation of 

rounding errors that seriously alter the solution. 

From the complexity point of view, in general, 

the number of arithmetic operations performed is 

O(n
3
), which is not very encouraging for a 

software developer. The most known methods of 

this type are: Cramer, Gaussian elimination, 

Gauss-Jordan, LU factorization (decomposition) 

etc. 

The iterative methods determine the 

solution on the basis of an iterative process, 

starting from an initial approximation of the 

solution, in the conditions in which the equations 

system is well conditioned. In practice, the 

iterative process is stopped after a preset number 

of steps (unknown a priori) or after certain 

conditions have been met. By iterative methods, 
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the solution of a system of linear equations is 

obtained by generating a string that tends to its 

exact solution. A major advantage of iterative 

methods is that in practice rounding errors and 

truncation errors may be insignificant. We note 

that even if the solution is affected by truncation 

errors that are not encountered in direct methods, 

the iterative solution may have better accuracy 

than the solution obtained through direct 

methods [51]. The most known methods of this 

type are: Gauss-Seidel, conjugate gradient, 

Quasi-Newton methods, Broyden, Chebyshev, 

etc. 

A short presentation of advantages and 

disadvantages of some classical methods is made 

in Table 1. 

 

 
Table 1. A short presentation of classical methods 

 Advantages and Disadvantages 

DIRECT METHODS -recommended for systems with dense matrix coefficients, but not for systems greater than 100 

1.Gaussian elimination -applicable to upper and lower triangular  systems. 

-in cases of sparse matrices,  the bandwidth reduction improves the solving process. 

- numerical errors: accumulation of approximation errors in the last equation for calculating xn; 

- the algorithm fails if the selected pivot is zero or  has very low values; 

- full-pivoting  is difficult to implement and  is unstable; 

2.Gauss-Jordan - eliminates the substitution phase; 

- it is most used to determine the inverse matrix; 

3.LU factorization - recommended for repeated solving systems that differ only in terms of column free; 

- the elimination phase is more complex; 

- the number of operations is greater than  in Gaussian elimination;; 

- numerical errors. 

4. Cholesky 

factorization 

- for symmetric matrices, the computational effort is reduced to half  compared with   Gauss or LU methods; 

- it is recommended for systems with positively defined matrices; 

- pivoting is not required; 

- only the lower (or upper) triangle of matrices must be stored, requiring only n(n + 1)/2 memory locations. 

5. QR factorization - it can be applied in the case of the singular matrix; 

- it is more stable than LU factorization; 

- can also solve systems with rectangular matrices; 

- ensures a good accuracy. 

- it is recommended for ill-conditioned systems. 

-fails if matrix does not have full rank (all equations must be linearly independent) 

ITERATIVE 

METHODS 

-are recommended for large systems of equations: 103-106; 

- negligible rounding errors; 

- negligible truncation errors; 

- simpler implementation; 

1.Gauss-Seidel - better convergence than Jacobi method; 

- the implementation requires little memory space; 

-  converges even when the Jacobi method does not converge; 

- very good accuracy; 

- it is recommended for diagonal-dominant systems. 

- sufficient convergence conditions: - symmetric, diagonal-dominant and positive matrix 

- sometimes it does not converge 

2. Jacobi - easy to understand and  implement;  

- very good accuracy; 

- it is recommended for diagonal-dominant systems. 

- weak convergence or does not always converge. 

3. Southwell - for systems with positively defined and nonsingular  matrix and all elements on the main diagonal equals. 

4. Conjugate Gradient  -recommended for systems with sparse  matrices and each equation  has a certain internal regularity; 

- small errors; 

- fast convergence  for well-conditioned systems; 

- arbitrary, often weak,  convergence for ill conditioned systems; 

- good convergence only for positively defined and symmetric systems. 

- generalized variants of method  lead to lower convergence. 

5. Preconditioned 

Conjugate Gradient  

-recommended for poorly conditioned systems with high number of conditions; 

6. BiConjugate 

Gradient 

- for systems with non-symmetrical and  non-singular matrices 

- sometimes the convergence is arbitrary / irregular and the method may fail. 

7. Newton methods - good convergence even when the condition  number of the matrix is very high 

8. Broyden - very good convergence, 2n steps for linear systems with size n 

9. Chebyshev - very good convergence; 

- it can also be applied to non-symmetrical systems. 

- only for systems with positively defined matrices. 

 

103

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(3): 102-118
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



In conclusion, we can say that the right 

choice of a classical numerical method is not 

simple, and more, improper selection can lead to 

wrong solutions. 

Besides the classical numerical methods 

for solving equations systems, in last the decades 

new methods that use artificial intelligence 

techniques to determine the solutions were 

proposed. The hybridization of these new 

methods with classical methods has also led to 

promising results.  

 

2. TEHNIQUES FROM AI FOR 

EQUATIONS SYSTEMS SOLVING  

In this section, short descriptions of the most 

used methods from artificial intelligence used for 

solving equations systems are made. 

Monte Carlo method 

Monte Carlo method (MCM) is an old search 

algorithm, dating back to the 1940. MCM was 

used for the first time in physics, after which it 

was used in a lot of fields such as computational 

biology, astrophysics, microelectronics, robot 

planning, species conservation, weather 

forecasting, air traffic control, optimization 

problems and many more. MCM is a 

probabilistic method, that uses random numbers 

to either simulate a stochastic behavior or to 

estimate the solution of a problem. From 

computer science point of view, Monte Carlo 

tree search (MCTS) is a heuristic search 

algorithm used in decision processes, based on 

the analysis of the most promising moves in the 

decision space and building a search tree 

according to the results. Expanding this search 

tree is based on random sampling of the search 

space.  At the heart of MCM, it is a uniform 

random number generator that produces an 

infinite stream of random numbers inside 

interval (0, 1). MCM is naturally parallel 

because many independent samples are used to 

estimate the solution. These samples can be 

computed in parallel, thereby speeding up the 

solution finding process. We note that in the case 

of an optimization problem, there is a risk of 

getting stuck in local minima. A detailed 

description of MCM can be found in book [54]. 

Artificial neural networks 

An artificial neural network (ANN) is a 

computing system inspired by the biological 

neural networks that constitute human’s brain. 

Such systems learn by examples as the human 

brain often does. The basic elements of ANN are 

artificial neurons. An ANN is similar to a 

directed graph in which nodes are represented by 

artificial neurons and edges with weights, that are 

connections between input and output neurons. 

Each input has a weight, an information used by 

the ANN to solve a problem. On a standard 

neural network, a lot of artificial neurons are 

arranged in three layers: input, hidden and output. 

In this standard model, we have a fully 

connection i.e. each hidden neuron is fully 

connected to the every neuron in its previous 

layer (input) and to the next layer (output). An 

ANN learns by adjusting its weights and bias 

(threshold) iteratively to yield desired output, 

after a process called training.  The training 

process is performed using defined set of rules, 

i.e. a learning algorithm.   In practice we 

have many ANN architectures, most often 

determined by the hidden layer's connection 

mode: Perceptron, Radial Basis Function 

Network, Multilayer Perceptron , Recurrent 

Neural Network, Hopfield Network , Boltzmann 

Machine Network, Convolutional Neural 

Network , Modular Neural Network, etc.  

Genetic algorithms 

Genetic Algorithms (GA) mimic the processes 

observed in natural evolution, like natural 

selection and genetics, following the principles 

of first laid down by Charles Darwin of "survival 

of the fittest". In general, the scope of GA is to 

solve optimization problems. The father of the 

GA is considered to be John Holland, in the early 

1970's [39]. GAs are iterative processes, that use 

a specific population called generation, who 

exists on each iteration. At each iteration, for all 

individuals, the fitness value is computed, i.e. the 

value of the objective function in the 

optimization problem being solved. To improve 

the fitness function values, operations like 

crossover, mutation and selection are used on 

each iteration. We note that the elitism selection 

process is the basic of most GAs. The process is 

finished after a predefined number of iterations, 

a solution was found or if some other conditions 

are full-filed. Regarding to “solution was found” 

as a stopping criterion, there is a problem of 

GAs, because the current solution is compared 

only with the previous solution, so, we do not 

know if the algorithm is not into a local optima. 

Another limitation of GAs is their bad 

complexity, especially when we have large 
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search space size, big population and complex 

problems to be solved. 

Particle swarm optimization (PSO)  

This method, proposed by Kennedy and Eberhart 

[52],  is a population-based on stochastic 

approach, designed for solving optimization 

problems, a method that simulates the "social 

behavior" of living communities. In PSO, 

software agents called particles, move in the 

search space of the optimization problem. The 

position of each particle represents a candidate 

solution of the problem and in order to improve 

this, each particle searches better positions in the 

search space by changing its velocity. The main 

difference between GA and PSO methods is that 

PSO  does not have crossover and mutation 

operators, but the particles adapt their positions 

(i.e. improve the fitness) using self-internal 

velocity, self-memory and a sharing mechanism 

for information. As advantages, PSO is easy to 

implement and has only a few parameters to 

adjust, compared to GA. The major disadvantage 

is the tendency to a premature convergence in 

mid optimum points. Much more about PSO 

method can be found in book [17]. 

Ant Colony Optimization (ACO) 

Ant Colony Optimization (ACO) is a 

metaheuristic optimization based on a 

probabilistic technique, proposed by Marco 

Dorigo in his PhD thesis in 1992 [21]. The 

algorithm is inspired by ants’ life, i.e. searching 

an optimal path between their colony and source 

of food. In time, three basic models are 

proposed: Ant System, Ant Colony System 

(ACS), and MAX-MIN Ant System (MMAS). 

The most important advantages of ACO are: 

inherent parallelism and possibility to use it in 

dynamic applications. The main disadvantages 

are: the probability distribution can be changed 

by iterations and an uncertain time to converge, 

even if the convergence is guaranteed. 

 

3. METHODS FROM AI FOR SOLVING 

EQUATIONS SYSTEMS 

A brief description of the proposed methods for 

solving equation systems using intelligent 

artificial techniques is made in this section.  

3.1 Monte Carlo Methods (MCM) 

A method that use Monte Carlo algorithm is 

proposed in paper [45] to solve the nonlinear 

systems. The proposed method is very simple, 

because it does not require the differentiation of 

left side functions of the system. Another 

advantage is that the initial estimation of the 

solution is not necessary. The main 

disadvantages consist in arbitrary accuracy of the 

solutions, its applicability only for smaller 

systems, a slower convergence and a large 

number of generation needed for large systems.  

In technical report [34], an improved 

solving process for large -linear and nonlinear- 

equations systems that uses sequential Monte 

Carlo technique is presented. 

A Monte Carlo algorithm for solving the 

equations with polynomial nonlinearity and 

systems of algebraic quadratic equations is 

proposed in work [23]. 

A parallelization of quasi-Monte Carlo 

method for solving very sparse systems of linear 

equations is proposed in paper [73]. The 

associated matrix of the equations system is fully 

stored on each processor, a scheme that allows 

each processor to generate independently of each 

other the random walks. An advantage of the 

proposed method consists in possibility to solve 

equations systems that differ only by right-hand 

side vectors. 

In order to solve systems of linear 

equations using Monte-Carlo method, three 

methods and their average complexity for 

generating the trajectories of the Markov chain 

associated to the linear equations system were 

proposed in [95]. 

 For solving nonlinear and linear systems 

of equations, in paper [16] Monte Carlo method 

was used. It was used queueing networks for 

Monte Carlo method combined with some results 

from game theory. Examples with full 

explanations of the proposed method are also 

presented in the paper. 

An improvement of the performance of 

the Monte Carlo algorithm from time complexity 

point of view by reusing the random walks to 

estimate the other unknowns of the equations 

system is proposed in paper [47]. 

 

3.2 Artificial Neural Networks (ANN) 

In paper [15] some artificial neuronal networks 

circuits architectures that can be implemented on 

VLSI circuits, are investigated for solving 

systems of linear equations. Simulating the 

proposed architectures on a computer, using a set 

of relevant examples, validates the proposed 

architectures.  
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A method for solving linear equations 

systems by artificial neural network is proposed 

in paper [71].  In this approach, the used neural 

network is a Hopfield  network with a Lyapunov 

energy function. 

A method based on a neural network for 

solving nonlinear equations systems for which 

the computing time does not depend on the size 

of the system, is proposed in work [83]. 

In paper [75] recurrent neural networks 

are proposed for solving nonlinear equations 

systems, by approximating them with a 

multilayer perceptron (MLP). The iterative 

method that has been simulated in neural 

network was Newton’s method. The 

backpropagation learning algorithm was used in 

this work. 

A recurrent neural network for solving 

systems of inequalities and equations systems is 

proposed in [109]. Their approach is a 

generalization of the method proposed in [ 11]. 

Also, the digital realization of the proposed 

recurrent neural networks (continuous time and 

discrete time), that use a one-dimensional 

systolic array of processors is presented. We note 

that the number of neurons in proposed approach 

is increasing only linearly with the problem size, 

which is an important advantage. 

In paper [72] a neural network to solve 

nonlinear   equations systems is proposed. The 

learning algorithm uses is a back propagation 

algorithm. The networks for 2x2 and 3x3 

equation systems are exemplified and finally the 

general case, nxn system, is described.  

A neural network algorithm for solving 

nonlinear equations systems using a gradient 

descent rule with variable step-size is proposed 

in work [59]. The convergence of the proposed 

algorithm is proved in this paper. 

In paper [32] two neural network 

algorithms are proposed for solving nonlinear 

systems: first for finding singular and the second 

for finding multiple roots. The convergence of 

proposed algorithm was proved in this work. 

A neural network approach to solve a 

large linear equations system is proposed in 

paper [99]. In their approach, the authors 

consider that there are no known details about 

the internal structure of the equations system, i.e. 

a Black- Box approach. The main part of the 

proposed method consists in identification of 

system details, more exactly, finding a 

relationship model, determining the system 

orders and approximation of the unknowns 

function by neural network model, using a multi-

layer feed-forward artificial neural networks. 

A feed-forward neural network capable 

of solving nonlinear algebraic systems with 

polynomials equations is proposed in paper [29]. 

The proposed method is validated by solving a 

3x3 nonlinear equations system and comparing 

the obtained results with those obtained by 

Mathematica software package. The proposed 

neural network is capable of finding all roots of a 

nonlinear equations systems – eight in the case 

of reported example- even if this requires more 

iterations/steps. 

In paper [30] a neural network 

architecture that uses a back-propagation 

algorithm and an adaptive learning rate 

procedure for solving nonlinear equations 

systems, is proposed. 

3.3 Genetic Algorithms (GA) 

A parallel evolutionary algorithm for solving 

systems of nonlinear equations is proposed in 

paper [121]. The results are obtained using a 

simulation of parallelism on a serial computer, 

so, there are missing useful indicators like 

speedup or scalability. 

Methods for solving non-linear equations 

using GAs are proposed in paper [74]. Square 

function, absolute function and a function for 

minimizing a linear combination of the equations 

are used to transform the equations system into a 

suitable problem for genetic algorithms. 

In paper [31], the proposed method 

transforms the nonlinear equations systems into a 

multi-objective optimization problem. It is 

considered a multi-objective optimization 

problem because each equation is considered an 

objective. An evolutionary algorithm is used for 

solving the problem. A solution is a vector 

whose length is equal to the number of system‘s 

unknowns. To obtain new candidate solution, 

crossover and mutation operators are used. In 

order to compare the solutions between them, the 

Pareto dominance [18] relationship is used. The 

process is iterative, ending after a preset number 

of iterations. Real-world examples presented in 

the paper (application from interval arithmetic 

benchmarks, application from neuropsychology, 

chemical equilibrium application, kinematic 

application, combustion application and 

economics modelling), with experimental data 
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and graphical representations, give a clear and 

accurate picture of the algorithm. 

A simple genetic algorithm for solving 

linear equations systems is proposed in paper 

[19]. The algorithm uses a standard fitness 

function that must be minimized by genetic 

algorithm. 

 A genetic algorithm for solving linear 

systems of equation is proposed in paper [42]. 

The approach is classical in terms of genetic 

algorithms, i.e. the equations system is rewritten 

in terms of objective functions that must be 

minimized in terms of their absolute values. To 

compute the fitness of each chromosome, the 

coefficient of multiple determination (R
2
) [27] 

was used, also called the squared multiple 

correlation coefficient. The value of R
2 

(equal 

with 1 or very close) or a preset number of 

iteration are the criteria to stop the algorithm. In 

the reported experiments, the solutions obtained 

with proposed algorithm are compared with the 

results obtained with Gaussian elimination. It 

can be seen from these results that the genetic 

algorithm always finds solutions, and more, finds 

multiple sets of solutions (when available) for a 

given system of equations.  

In paper [43], the effects of working 

parameters of genetic algorithms in solving 

linear equations systems are studied. 

An adaptive genetic algorithm for solving 

ill-conditioned equations system is proposed in 

[60]. The main changes were made to penalty 

function, population migration and elite 

individuals reservation. The new proposed 

fitness function is a combination between a 

classical fitness function and a penalty function. 

 In paper [56] a rugged genetic algorithm 

for solving simultaneous nonlinear equations is 

proposed. Unlike the classic approach where a 

chromosome is a string, in the proposed 

approach a chromosome is a string-ring, i.e. the 

last bit is connected to the first and the crossover 

operator is annular. A constraint handling 

strategy, described in [55], was used to improve 

the algorithm. In their experiments, the authors 

use two different binary encodings: Gray and 

Weighted binary strategies, the errors in case of 

first seem to be less. 

 To improve the population diversity in a 

genetic algorithm used to solve equations 

systems, in paper [94], pairs of symmetric and 

harmonious individuals are introduced. 

3.4 Particle Swarm Optimization (PSO) 

A PSO algorithm is proposed in [9] to solve 

systems of unconstrained equations. The 

proposed algorithm is able to find multiple roots 

of the system in only one run using a modified 

fitness function. 

In paper [118] a modified PSO algorithm 

through the control of the search dynamics using 

a Proportional–Integral–Derivative (PID) 

controller for solving systems of equations is 

proposed. 

The Bacterial Foraging Algorithm (BFA) 

[84] was improved using PSO in order to solve 

nonlinear equations systems in paper [65]. 

 In paper [4] a PSO method for solving 

nonlinear equations systems is proposed. In this 

paper, it is demonstrated that a system of 

equations can be transformed into an 

optimization problem. It is also showed that if 

the swarm gets bigger, the number of required 

iterations on PSO algorithm goes down. The 

experimental data also shows the preference of 

the PSO method of finding roots which are 

closer to the starting point of iterations. 

 A PSO method is proposed in [44] for 

solving systems of nonlinear equations. In the 

proposed algorithm, new relationships are 

introduced for updating the particles. The 

reasons for the changes in basic PSO algorithm 

were to diminish the tendency to stay in local 

optima and to increase the convergence speed. 

The major modification consists in introducing a 

set of four random variables and a greater 

dependence of working parameters on the values 

of the best individuals/particles. Moreover, the 

worst particles are used in the new generation 

process. Five standard benchmark functions are 

used to test the performance of the modified PSO 

algorithm. The results show a good convergence, 

about 100 iterations. The results in solving 

nonlinear systems are compared with those 

reported in other works. 

A PSO algorithm for solving nonlinear 

equations systems -transformed into an 

optimization problem- is proposed in paper 

[108]. Chaotic maps are used to improve the 

effectiveness of the proposed algorithm and the 

Logistic map [103] seems to be the optimal 

choice. Nine known examples of nonlinear 

systems are used in experiments and the results 

are compared with results obtained by many 

other methods from literature. 
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 For a real problem that consists in 

analysis of flow in water distribution networks 

using  Content Model, solving equations systems 

(linear and nonlinear) is needed. In paper [79] a 

PSO method is used instead of Newton method.  

The major advantage of the proposed PSO 

method is that is able to find the global optimum 

in an uncertain problem, while Newton’ methods 

cannot do this in the case of non-convex 

problems.  The PSO method is modified for 

constrained optimization problem. The 

experiments are made using the modified PSO 

method and the General Gradient Algorithm 

(GGA), an iterative method for solving equations 

systems. The experiments show that PSO is 

recommended in case of non-convex problems 

while GGA is better in case of convex problems. 

A hybridization between PSO algorithm 

and Artificial Bee Colony (ABC) [49] algorithm 

is proposed in [48] for solving nonlinear 

equations systems. 

In paper [122] a hybridization between 

PSO and Artificial Fish Swarm (AFS) [58] 

algorithm is proposed for solving ill-conditioned 

linear systems of equations. The proposed 

algorithm combines good local convergence of 

PSO with global convergence performance of the 

AFS. 

3.5 Ant Colony Optimization (ACO) 

Based on basic ACO algorithm, in paper [77] an 

improved variant of ACO for solving nonlinear 

equations systems is proposed. Experimental 

results show a decreasing in number of iterations 

required to obtain the solution. 

 A robust method based on ACO for 

solving ill-conditioned linear equations systems 

is proposed in work [33]. 

For solving nonlinear equations systems, 

in paper [110] an improved ACO algorithm is 

proposed. The improvement consists in using 

quantum rotation gate [35] to represent and 

update the ants’ pheromone. 

3.6 Other Metaheuristics Used  

An evolutionary algorithm for solving equations 

systems inspired from political life -very close to 

what we call today globalization - named 

Imperialist Competitive Algorithm (ICA) [5] is 

proposed in [3]. In the beginning, the individuals 

in evolutionary process are countries and finally 

we have only one empire that represents the 

solution of the equations system. In experimental 

part, comparisons of the obtained results with 

other known methods are made.   

Using Imperialist Competitive Algorithm 

(ICA) with a multi-population technique, a 

parallel algorithm for solving systems of 

nonlinear equations is proposed in work [66]. In 

this multi-population approach, each processor 

has its own population and working parameters. 

The migration technique is also used, i.e. each 

processor can select the best or worst individuals 

and sent to the other processors. The authors 

reported a super linear performance of parallel 

algorithm proposed. 

 Using a combination between three 

different mutation strategies in a differential 

evolution algorithm, a method to solve nonlinear 

equations systems is proposed in [91]. 

A hybridization between Harmony 

Search (HS) metaheuristic [25] and Differential 

Evolution (DE) [102] method is used for solving 

systems of nonlinear equations in work [92]. HS 

method is used for global search and is helped by 

DE through updating the HS’s parameters to 

improve the efficiency and robustness of the 

first. We must mention that HS is critically 

analyzed in the paper [120], where it is proved 

that this metaheuristic is only a special case of 

evolution strategies. 

In [93] a method to find multiple roots of 

nonlinear equations systems based on Harmony 

Search (HS) optimization is proposed.  To avoid 

previously computed solutions, in proposed 

algorithm a penalty function was implemented to 

avoid the convergence to already located 

solutions.  

A Memetic Algorithm (MA) [82] for 

solving linear equations systems is proposed in 

paper [67]. In proposed approach, the problem of 

solving linear system of equations is transformed 

into a multi-objective optimization problem, 

where each equation is used to define an 

objective function. The proposed algorithm is 

able to find solutions of the given linear system 

of equations, even in cases where traditional 

methods fail. The experimental results were 

validated by Mathematica software. 

In paper [69]a metaheuristic inspired 

from human brainstorming (BSO) [12] combined 

with concepts from graph theory for solving 

nonlinear systems of equations, is proposed. The 

creativity needed in brainstorming optimization 

process is modelled like a search space using k-
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partite graphs. In the cases when no exact 

solution exists, an approximate solution is good 

and it can be obtained by the proposed method, 

i.e. solutions whose fitness is very close to 0. 

Also, systems with multiple solutions can be 

solved; the proposed method has been able to 

find all the solutions inside of a given interval 

preset by user. 

An improved variant of Cuckoo Search, 

algorithm (CS) [112] named Double Mutation 

Cuckoo Search Algorithm (DMCS) for solving 

systems of nonlinear equations was proposed in 

paper [14]. The basic idea is to make the 

mutations according to certain probability 

values, to avoid the sensitivity of the basic CS 

algorithm to initial values, to improve local 

search and to increase search space, the final 

effect being to improve the convergence of the 

DMCS algorithm. Also, the proposed algorithm 

is not sensitive to continuity or differentiability 

problems of equations.   

A modified Cuckoo Optimization 

Algorithm [COA] for solving systems of 

nonlinear equations is proposed in [2]. The focus 

on this work is on the main disadvantage of the 

standard COA method [90] in solving nonlinear 

equation systems related to its reduced ability to 

find an accurate solution or to fall into a local 

optimum, even if the method converges very 

rapidly to the vicinity of the global optimum.  

The experimental results show a less number of 

fitness function evaluations compared to other 

evolutionary methods such as PSO, GA and 

COA. 

Solving nonlinear equations systems is 

transformed into an optimization problem  and,  

Multistart and Minfinder global optimization 

methods was used to solve the system in paper 

[107]. Multistart and Minfinder are effective due 

to their ability to locate both the global optimum 

and all the local minimum of the objective 

function. Thus, experimental results reported by 

authors indicate that all possible roots of the 

equations systems can be found. More, the 

proposed method does not depend on the 

problem formulation. 

A self-adaptive levy mutation operation 

[57] is used for solving nonlinear equations 

systems in method proposed in paper [61]. In 

this approach, each equation represents an 

objective function and as a result, the entire 

equations system is seen as a multi-objective 

optimization problem. 

Greedy Randomized Adaptive Search 

Procedure (GRASP) [24] is used to solve 

nonlinear equations systems in work [38] 

The nonlinear equations system is 

transformed into a bi-objective optimization 

method in work [28]. The experimental results 

obtained with proposed method are compared 

with other multi-objective and single-objective 

methods. The results show a good scalability and 

robustness of the proposed method. 

To find multiple roots of nonlinear 

systems a merit function that creates repulsive 

regions in the neighborhoods of the previous 

roots is used in method proposed in [37]. Solving 

the nonlinear system is seen as a global 

optimization, and for this, the simulated 

annealing (SA) algorithm is chosen. 

Experimental examples include real-world 

applications, more precisely heavy issues from 

chemistry. 

 A hybridization between Glowworm 

Swarm Optimization (GSO) [53] and Hooke-

Jeeves pattern search [80] used for solving 

system of nonlinear equations is proposed in 

[114]. In proposed algorithm, GSO method is 

used to obtain the initial value of Hooke-Jeeves 

method. 

 Combining the methods Glowworm 

Swarm Optimization (GSO) and Simplex Search 

method [81] led in work [88] to a new algorithm 

for solving nonlinear equations systems. The 

proposed algorithm can find multiple solutions if 

they exist and can be parallelized. More, no 

restriction for equations, i.e. equations does not 

need to be continuous and differentiable. 

An improved Glowworm Swarm 

Optimization (GSO) algorithm is proposed in 

[123] for solving nonlinear equations systems. 

The improvement consists of adding the leader 

concept, i.e. the best individual on a generation. 

Unlike other techniques in evolutionary 

algorithms, in the proposed algorithm, after each 

generation, all individuals move to the leader 

area, improving the global search. 

In paper [124] a hybrid method based on 

Invasive Weed Optimization (IWO) [76] and 

Differential Evolution (DE) [102] for solving 

nonlinear equations systems is proposed. 

Experimental results obtained for small 

equations systems compared with results 
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obtained with EA and PSO methods validate the 

proposed method and show smaller errors of 

solutions obtained with it. 

The method proposed in [86] uses 

Invasive Weed Optimization (IWO) for solving 

nonlinear systems. The method can find the 

complex roots of the equations system. 

For solving systems of nonlinear 

equations with higher dimension, a method that 

combines Firefly Algorithm (FA) [113] and 

Pattern Search (PS) [40] technique is proposed in 

work [119]. The first method is used in global 

exploration phase while the second is for 

exploitation phase. 

Using an improved Spiral Dynamics 

Inspired Optimization (SDIO) [104] 

metaheuristic, in paper [101] a method that can 

find all roots of a nonlinear equations system, is 

proposed. We note that the method has the 

ability to find all the roots within a given 

bounded domain, as it can be seen from the 

experiments reported by the authors. 

An algorithm for solving nonlinear 

equations systems using a new Probabilistic-

Driven Search algorithm (PDS) is proposed in 

[41]. In proposed method, the nonlinear 

equations system is transformed into a single-

objective optimization problem. The main 

advantage of the proposed probabilistic method 

is the ability to overcome local optimal solutions. 

The experimental results are compared with 

those reported in [31]. 

In paper [20] a method based in Quantum 

Computing [6] for solving nonlinear systems of 

equations is proposed. A modified Grover’s 

quantum search algorithm is proposed, resulting 

in a more efficient computing process. Each 

variable of equations system is represented using 

a register in the quantum computer. 

 

3.7 Hybrid Methods 

In the last years, a lot of hybrid methods are 

proposed for solving equations systems. These 

methods combine metaheuristics with 

performant iterative methods of system solving, 

the results being methods with good spatial and 

temporal complexity and accurate solutions. 

In paper [50] a hybridization between a 

genetic algorithm (GA) and an iterative method 

for solving a system of nonlinear equations, is 

proposed. GA is used to locate initial guesses for 

Newton method.  

One of the methods for solving equations 

systems is the method of Successive Over-

Relaxation (SOR), a faster convergent variant of 

the Gauss–Seidel method [97]. Regarding to 

relaxation factor, - which greatly influences the 

convergence rate of the SOR method- it is very 

difficult to estimate the optimal value of it. The 

goal of the evolutionary component in hybrid 

method proposed in paper [36] is to find the best 

value for the relaxation factor. The convergence 

of the proposed hybrid algorithm is also proved. 

From evolutionary process, the proposed 

algorithms use a deterministic recombination and 

a random mutation.  In first experiments, the 

hybrid algorithm was tested for solving linear 

systems of equations. The results show a great 

advantage of the proposed algorithm which 

consists in a few orders of magnitude difference 

in errors. 

In paper [46], a hybridization between 

Jacobi method and a time variant adaptive 

evolutionary algorithm is proposed for solving 

linear equations systems. The convergence of the 

hybrid algorithm is proved, and validated 

theoretically and experimentally in this paper. 

The role of the evolutionary part is to self-adapt 

the relaxation factor used in Jacobi method. With 

respect to the evolutionary part of the algorithm, 

the recombination involves all individuals within 

a population and a mutation is achieved by 

performing one iteration of Jacobi method. The 

proposed hybrid algorithm is also very simple 

and easy to implement both in sequential and 

parallel. 

Paper [96] proposes a preconditioning 

technique based on a genetic algorithm (GA) to 

solve a non-linear equations system by a fixed-

point method. More exactly, the genetic 

algorithm establishes a correct order of the 

equations of a non-linear system to be solved by 

the fixed-point method. The objective function 

of GA evaluates the number of equations which 

each individual of the population is able to solve. 

The detailed demonstration of the applicability 

of the proposed method is made using a real 

world problem. 

A hybrid approach between chaos 

optimization algorithm (COA) and quasi-Newton 

method for solving systems of nonlinear 

equations is proposed in paper [64]. The COA is 

used to search a feasible initial guess for Newton 

method while the last method is used for its high 
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speed of convergence in obtaining an accurate 

solution. 

A hybridization between Conjugate 

Direction (CD) method (also known as Powell's 

method) [87] and Particle Swarm Optimization 

(PSO) is proposed in [78] for solving systems of 

nonlinear equations. The CD method helps PSO 

to jump over local minima. PSO is a stochastic 

algorithm that helps CD with a good initial 

solution, i.e. each component helps the other, 

which leads to a more global efficiency of the 

proposed hybrid algorithm (CDPSO). The 

experimental results reported show a better 

convergence of CDPSO compared to CD, PSO 

and Newton methods. 

In paper [22], the authors propose a 

hybrid method for solving systems of nonlinear 

equations that uses GA. If in classical methods 

solving a system of nonlinear equations often 

involves transforming it into a linear system, in 

proposed method, this transformation is replaced 

by a genetic algorithm. In first part of the 

proposed algorithm, Gauss–Legendre 

Integration [89] scheme is used, a tool to 

approximate definite integrals.  Using n-point 

formula, a system of non-linear equations of 

dimension 2n is obtained. Because it is improper 

to use a Newton method to solve this equations 

system, a genetic approach is used. More 

exactly, a fitness function must be minimized by 

a genetic algorithm, i.e. the maximum absolute 

value of each equation in the system. In our 

opinion, the major inconvenience of the 

proposed algorithm consists in transposing a 

given system of nonlinear equations into a 

problem of form Gauss–Legendre Integration. 

In paper [106] a hybridization between 

Electromagnetic Meta-Heuristic method (EM) 

[8] and Newton-GMRES method is proposed in 

order to solve nonlinear equations systems. After 

the transformation of equations system into an 

unconstrained minimization problem, the EM 

method is used to find a good initial guess for 

Newton-GMRES method. Large and sparse 

systems of equations are used in experiments and 

the results obtained with the proposed method 

are compared with other known iterative 

methods. 

A hybrid method based on Genetic 

Algorithms (GAs) and Artificial Neural 

Networks (ANN) for solving ill-conditioned 

system of linear equations is proposed in [98]. 

The GA component is responsible for finding an 

initial solution for the equations system, while 

ANN has the role of refining the primary 

solution. 

Paper [68] proposes a simplified form of 

a memetic algorithm to improve the convergence 

of iterative methods for solving systems of 

equations, i.e. the memetic algorithm is used to 

determine an initial vector favorable to a rapid 

convergence for iterative methods. The 

experimental results obtained with other iterative 

methods like conjugate gradient, Newton, 

Chebyshev and Broyden, recommend the 

proposed hybridization, that is a better 

alternative in comparison with that random 

chosen values. 

A hybridization between a genetic 

algorithm and an augmented Lagrangian 

function to solve equations systems is proposed 

in [85]. In fact, the original constrained problem 

is replaced by a sequence of unconstrained sub-

problems. 

 In paper [1] is proposed a hybrid method 

for solving ill-conditioned equations system for 

which the associated matrix has the condition 

number greater than 1. In the proposed 

algorithm, there is a hybridization between an 

iterative method and an evolutionary method, 

more precisely, conjugate gradient (CG) [97] and 

flower pollination algorithm  (FPA) [115]. That 

is in fact a combination between a faster 

convergence and a faster global search. The main 

steps of the proposed algorithm are: convert the 

equations system into a fitness function, use the 

FPA part to obtain a good initial guess and 

finally use the CG part to solve the system. The 

reported results show a better accuracy of the 

solution obtained with proposed algorithm 

compared with other methods. 

 Figure 1 shows researchers' concern in 

solving equation systems using artificial 

intelligence techniques, reflected in the number 

of published scientific papers. An increase in this 

interest can be seen especially in the last decade. 

Also in the last decade one can observe a 

dominance of metaheuristic methods and an 

increase of the interest for hybrid methods. 

111

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(3): 102-118
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



 
Figure 1:Papers about solving equations systems using AI 

 

4. CONVERGENCE AND COMPLEXITY 

It is known that there is a skepticism of 

mathematicians in solving numerical problems 

by other techniques than purely mathematical 

techniques, i.e. methods that use techniques from 

artificial intelligence. They claim in particular 

that there are no rigorous mathematical 

demonstrations regarding to the convergence of 

non-traditional methods, and unfortunately they 

are right in many cases. Nevertheless, there are a 

few published papers in which, for the particular 

case of the proposed method, the convergence of 

the method is mathematically demonstrated.  

 In paper [4] it is proved that solving a 

nonlinear equations system can be transformed 

into an optimization problem. The authors point 

out that the demonstration is valid only if the 

system of equations is consistent, that is, at least 

one solution. The demonstration is based on the 

description of the system of equations in the 

form of coordinate functions and their 

minimization in the case which a solution exist. 

As it was seen in the previous section, most 

approaches transform the solving of a system of 

equations into an optimization problem, so, we 

can take into consideration the mentioned paper. 

In [7] the authors prove the convergence 

of Monte Carlo method in solving sparse linear 

systems for some particular cases of the 

associated matrix of the system. There are 

identified classes of associated matrices with 

guaranteed convergence: strictly diagonally 

dominant, generalized diagonally dominant and 

block diagonally dominant. With regard to the 

Monte Carlo method, in same paper the 

difficulty of accurately establishing the order of 

complexity due to the stochastic nature of the 

method was shown. At first sight we can speak 

of a complexity class O(n), but a strong 

dependence of complexity on the size of the 

system of equations, is marked in the mentioned 

paper. Also, a dependence of the complexity on 

the number of histories and the length of random 

walk it is showed. 

In [34] the author shows the conditions in 

which Monte Carlo method used in solving 

nonlinear equations systems has quadratic 

convergence as in Newton's method. 

In paper [109] rigorous proofs on the 

global convergence of the proposed neural 

networks for solving systems are given. 

The convergence of the hybrid algorithm 

proposed in paper [36] is proved there. The 

convergence demonstration is done both for 

recombination and for mutation of the 

evolutionary component of the hybrid algorithm. 

 In [59] a theorem that proves the 

convergence of the proposed neural-network 

algorithm for solving equations systems, is given 

and proved. 

In [32] the convergence of the neural-

network algorithms proposed is proved by the 

theorem given. For this, an error function and a 

Lyapunov function are defined. 

The following papers refer to the 

convergence of evolutionary algorithms, which 

even if they do not demonstrate their 

convergence in solving the systems of equations 

in particular, should be taken into consideration 

because solving equations systems is most often 

seen as a problem of optimization. 

 Brain storm optimization (BSO) 

algorithm is analyzed from Markov model point 

of view in paper [125]. The proposed Markov 

model gives the theoretical probability of the 

occurrence of each possible population as the 

number of generation count goes to infinity. 

More, using the proposed model, the 

convergence of the BSO method is analyzed. 

In paper [62] the extension of genetic 

algorithms with a probabilistic Boltzmann 

reduction operator is considered and for this 

case, the proving of their convergence to the 

optimum using Markov chain is made. Another 

theoretical part related to genetic algorithms 

convergence is developed in work [100].  In 

paper [26] the convergence properties of genetic 

algorithms are discussed and it is shown that 

running a genetic algorithm for a sufficiently 

long time, its convergence to global optimum is 

guaranteed. More, the theoretical aspects can be 

used to obtain efficient implementations of 
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genetic algorithms. In paper [63] Hamming 

distance is used to predict time convergence and 

average fitness of the genetic algorithms. Also, 

the worst case time complexity is provided. 

A review of convergence analysis of PSO 

algorithms is done in paper [105]. There are 

some modes reviewed in order to analyze the 

convergence of PSO: with constriction 

coefficients, with limits, with differential 

equations, with matrices, with difference 

equations, etc. A relationship between particle 

velocity and convergence of PSO is given in  

[116]. In [117], convergence and rates of 

convergence of PSO method are analyzed using 

stochastic approximation methods. This was 

possible after the PSO procedure was rewritten 

as a stochastic approximation type iterative 

algorithm. 

The ACO algorithm convergence is 

analyzed in paper [10]. Regarding to the ACO 

algorithm capability of solving a given problem, 

the term “failure probability” is used. This 

probability must be very close to zero for a good 

convergence of the algorithm. In that paper both 

types of convergence are analyzed: value and 

model, the last being stronger. The time needed 

for ACO convergence is also discussed and 

estimated in paper.  

The global convergence analysis of 

Cuckoo Search method using Markov theory is 

done in paper [111]. It was proved that using a 

stochastic approach, the algorithm converges to 

the optimal state set. Also, it was shown that if 

two convergence conditions are satisfied, the 

global convergence of the algorithm is 

guaranteed. 

The system of equations preconditioning 

is the transformation of the associated matrix to 

improve the efficiency/convergence in solving 

the system. The preconditioning process is 

applied especially in case of iterative methods to 

improve their convergence. The most used 

preconditioning technique seems to be the 

bandwidth reduction, for which the latest 

proposed methods are also based on artificial 

intelligence techniques [13],[70]. In paper [7] it 

is mentioned that the preconditioning guarantees 

the convergence of the Monte Carlo method, if 

the associated matrix of the system is 

transformed in strictly diagonally dominant, 

generalized diagonally dominant or block 

diagonally dominant.  

5. CONCLUSION AND FUTURE WORK 

In this work, more than 70 papers which 

proposed solving equations systems problem 

with techniques from artificial intelligence, were 

reviewed. Even there are a lot of performant 

iterative methods for this problem, the interest on 

using methods inspired from artificial 

intelligence was growing, especially in last 

decade, as it could be seen in final of section 3. 

As it can be seen in Figure 1, 

metaheuristic methods dominate, but at the same 

time, hybridization between metaheuristic and 

iterative methods can give the best results in 

terms of time complexity, accuracy and 

convergence, as can be seen in reported results 

of many authors. 

Unfortunately, there are not very rigorous 

mathematical formalisms regarding the 

convergence and complexity of all non-

traditional methods, as it is in the case of 

iterative methods. Even in some papers the 

results obtained with these non-traditional 

methods are compared with the results obtained 

with iterative methods and they seem to be in 

favor of the first ones, we consider that the 

phenomenon cannot be generalized as long as 

there is no theoretical approach to prove this, at 

least for some classes of equation systems.  We 

do not want to deny the power of artificial 

intelligence in solving equations systems, we just 

say that a serious and deep theoretical approach 

is needed.  

Thus, the study of convergence and 

complexity in solving equations systems of some 

non-traditional methods will be one of our future 

concerns. Of course, a complete study of hybrid 

methods must be done, especially from global 

running time, i.e. the sum between time needed 

for iterative method and time needed for 

metaheuristic in case of hybridization is less than 

or greater than either of the two. A study on the 

influence of preconditioning on the convergence 

speed for metaheuristic methods and hybrid 

methods will be another concern, because we 

consider that the parallelization of these methods 

could be influenced by preconditioning. 
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Abstract— The development of CBIR is based on Multimodal 
analysis, especially for a set of images associated with some text. 
Multimodality is used in multimedia to improve data retrieval 
from the multimedia scope. Visual features and unstructured text 
annotations processed, analyzed, and resolved within two data 
modalities simultaneously, which is referred to Multimodality. In 
this paper, a method is proposed for combining visual and textual 
data to improve the performance of image retrieval from 
annotated data set by representing image contents and text 
semantics in a Multimodal analysis space. 

Keywords—CBIR; Multimodality; CCA; BOW 

I. INTRODUCTION 

Nowadays, visual information plays an important role in 
many fields such as medical treatment, crime prevention, 
hospitals, engineering, journalism...etc [1]. We consume and 
produce a large amount of visual media with the progression of 
multimedia technologies and the advances in data storage. 
Such techniques help us for image capturing, processing, 
storage, and transmitting, hence enabling users to access data 
from any place and provide the use of digital images in 
different fields. However, this will raise the question of which 
effective methods to access, search and navigate through the 
data to retrieve the information needed. 

Visual information retrieval has attracted great interest 
too, due to the evolution of image creation tools. In order to 
deal with this visual information, insisting requests of 
algorithms that can efficiently meet the needs. 

In general, searching images from large database has 
adopted two different approaches: the first is Text-Based Image 
Retrieval (TBIR) systems where searching is based on 
annotated images, and the second is based on image content 
information (CBIR) which uses visual contents of the images 
described in the form of low-level features [2]. 

In TBIR systems, a user provides a query in terms of a 
keyword and the system will return images similar to the query 
[3]. The TBIR systems are fast since it applies string matching 
which needs less computationally time compared to CBIR. But, 
there are some drawbacks of this type of an image retrieval 
system: first, a considerable level of human labor is required 
for manual annotation. Second, the annotation inaccuracy due 
to the subjectivity of human perception [1]. Additionally, it is 
sometimes difficult to express in words the visual content of 
images, and by that decreasing the performance of the 
keyword-based image search [3]. 

In order to overcome the limitations enjoined by TBIR 
systems, CBIR was developed as an alternative. In a typical 
CBIR system as illustrated in Fig. 1, image low-level features 
like color, shape, texture and spatial locations are represented 
in the form of a feature vector. Note that in some CBIR 
approaches, colored images do not undergo pre-processing, as 
they are distorted with noise resulting from devices/sensors; 
thus, to improve the accuracy of retrieval, we may use effective 
filters to remove this noise. Pre-processing is necessary when 
results are used for human analysis. There are several color 
filters available for this purpose [6]. 

The feature database is formed by the feature vectors of the 
image. The retrieval process is initiated when a user queries the 
system using a query image. The query image is converted into 
a feature vector. The similarity measure is employed to 
calculate the distance between the feature vectors of the target 
images in the feature database and the retrieval is performed 
using an indexing scheme. 

In addition to color and texture, spatial location can be 
considered as a useful factor in region clustering. For instance, 
‘sky’ and ‘sea’ share the same color and texture features, yet 
they have different spatial locations, since sky appears at an 
image’s top location, while sea appears at its bottom. Spatial 
locations are defined as upper, bottom or top based on the 
location of the needed region in the testing image [7]. The 
search focused on the region centroid and its minimum 
bounding rectangle to provide the retrieval system with spatial 
location information, where the spatial center of a region was 
used to represent the same spatial location [8]. 

Fig. 1- Typical CBIR System 

Whereas there are also some drawbacks for CBIR system 
where it doesn't support textual queries and it doesn't capture 
"semantics" by mean that it's possible to answer query 'Red 
ball' with 'Red Rose' [4]. Thus, retrieval systems tend to 
incorporate user’s relevance feedback to further improve the 
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retrieval process and produce more meaningful retrieval results 
[5] and thus reducing the ‘semantic gap’ between low-level 
features and high-level features. 

The paper is organized as follows: Section II presents the 
Multimodality information retrieval methodology based on the 
proposed work. Section III introduce the proposed method of 
Image Retrieval utilizing Multimodality. Section IV shows and 
interprets the result of the proposed approach. Finally, our 
conclusions are presented in Section VI. 

II. MULTIMODALITY IN INFORMATION RETRIEVAL

Human interaction is the major difference between CBIR 
and TBIR systems. Humans tend to use high-level features 
(concepts), such as tags, text descriptors, and keywords, to 
interpret images and measure their similarity [10]. The 
difference between the limited descriptive power of low-level 
image features and the richness of user semantics is referred to 
as the ‘semantic gap’ [1]. 

One way of bridging this gap is the use of both visual and 
textual approach which is introduced to increase the system's 
performance by using both information. The goal is to join 
TBIR and CBIR systems into one system known as CBIR 
system for Multimodal data or Multimodality. Early fusion and 
late fusion were used to perform this also, but they came up 
with some drawbacks, where early fusion integrate both data 
modalities before a user request is received [11]. 

For the late fusion, it refers to those methods that preserve 
each data modality separately where. Moreover, late fusion 
combines the scores of the confidences calculated for the 
models composed of different features, in such a way that 
scores represent the possibility of classifying a test sample into 
the positive class by one specific model [15]. Moreover, late 
fusion approach lies in its failure to utilize the feature level 
correlation among modalities [12]. 

Fig. 2- Multimodal Algorithm using CCA 

The approach used in this paper to fuse both visual and 
textual descriptors together is the Canonical Correlation 
Analysis (CCA) which is technically able to analyze the data 
involving multiple sets of variables and is theoretically 
consistent with that purpose as shown in Fig. 2. The description 
of the Multimodality algorithm using CCA is presented in the 
coming sections. 

A. Visual Features: Bag-Of-Visual Words 

Define Image can be represented by all words that can be 
generated from it using the so-called visual vocabulary or bag- 
of-words. The Bag-Of-Visual Words (BOW) [13] is extracted 
from the whole image, but it’s better to form a single bag per 
each segmented image to avoid mixing between background 
and foreground. 

Researchers are recently using key/local interest points in 
the retrieval and classification process. Those interest points 
are called salient image patches that contain rich information 
about the image. They are then grouped into clusters, such that 
similar descriptors are assigned to the same cluster. Each 
cluster is treated as a visual word. When key points are mapped 
into visual words, we can represent an image as a “bag of 
visual words”, where during the classification task it is used as 
a feature vector [13]. Once images are represented as bags of 
visual words, we can classify them by building supervised 
classifiers. Thus, texture feature becomes a necessary 
composition in setting up the high-level semantics needed for 
image retrieval purposes. However, this feature differs from 
color features as it is not so well-defined, making it not used by 
some retrieval systems [14]. 

There are basically 4 steps in order to have a basic 
implementation of the bag of words object classification: 

1. Extracting features from a set of training images.
2. Clustering like-features together into a fixed number of

clusters. 
3. Constructing histograms of the frequency of features in

labeled images containing objects to detect. 
4. Evaluating   unknown   images   against   the   histograms

obtained in step 3 to classify objects in the image. 

The proposed approach based on the implementation of the 
bag of words object classification is presented in Section III. 

III. PROPOSED IMAGE RETRIEVAL APPROACH 

The Canonical Correlation Analysis (CCA) is used to 
improve Image Retrieval using visual and textual data of an 
image. The visual data (hereby known as Visual Descriptors) 
are extracted using TOP-SURF [18], whilst the textual data 
(known as Textual Descriptors) are extracted based on the TF- 
IDF values of the annotated tags of the images. Using CCA, 
Visual Descriptors and Textual Descriptors are fused together 
to produce a multimodal global feature that helps in the 
retrieval process. 

A. Textual Features 

Another way to represent the content/semantic of an image 
is the textual annotations. Textual annotations are texts, tags or 
keywords representations that mainly describe what is in the 
image. These annotations might be specific or general, as much 
specific as they could be, as much as they help in the process of 
retrieval. 

Text annotations are generated in two ways: one way is by 
manual annotation of images, which requires extra human 
labor but are very specific to the image, which means higher 
precision; another way is the use of tagged datasets such as 
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Flickr or KODAK datasets, which have been already annotated 
with different tags that could be of high/low importance to the 
image. Most of the tags annotated to the image, are of low 
importance and could be noisy, and thus a way to make these 
tags efficient is by filtering those tags i.e. removing less 
important tags and keeping tags of high importance (tags that 
convey the visual content of the image). 

After generating tags, TF-IDF values in each image is 
computed. And thus, each image in the training set and query 
set can be represented as a vector of textual descriptors. 

B. TF-IDF Calculations 

In order to represent an image as a multimodal vector 
representing both visual and textual content, we need to 
represent the image in two separate vectors: the Visual 
Descriptors Vector and the Textual Descriptors Vector. 

One way to represent these vectors is to use the TF-IDF 
values of each descriptor. TF-IDF value is the weight of a 
descriptor in an image with respect to the whole images. TF is 
the Term Frequency, which represents how frequent this term 
is in this image. 

TF-IDF is an alternative way to evaluate the subject of an 
object by the words it has. With TF-IDF, words are given 
weights – TF-IDF measures relevance, not the frequency of 
occurrence [16]. That is, word counts are interchanged with 
TF-IDF values through the complete dataset. This measure 
calculates the number of times that a certain word appears in a 
specified document, as for words such as “and” or “the” that 
appear recurrently in all documents, those are analytically 
reduced. 

types that have maximum correlation into a high dimension 
feature space. CCA integrates Multimodal features to cross- 
modal features. It projects those features of different data 
modalities on multiple views into a common subspace to get 
the maximum correlation between visual and semantic features 
[12]. 

Four variables will be needed as inputs to the CCA 
implementation, two are related to the dataset (Visual & 
Textual) and the remaining two are related to the query image 
(Visual & Textual). The first input is "trainX" which is an 
“n×p” matrix containing the first set of training data where n is 
the number of training samples and p is the dimensionality of 
the first feature set. Then “trainY”, an “n×q” matrix containing 
the second set of training data where q is the dimensionality of 
the second feature set. 

For the query image, “testX” is the first input which is an 
“m×p” matrix containing the first set of test data where m is the 
number of test samples, the second input is “testY”, an “m×q” 
matrix containing the second set of test data. 

This implementation gets the train and test data matrices 
from two modalities X & Y and consolidates them into a single 
feature set Z and our proposed approach illustrated in the 
Results section. 

IV. RESULTS

The key objective in multimodal data is to enhance the 
performance of any content-based image retrieval system. To 
examine clearly the effect of joining two modalities (Visual 
and Textual), simulations were performed considering visual 
data   alone   and   another   simulation   considering   the   two
modalities: Visual and Textual. Our dataset (Training images)

idf (t, D) = log 
N 

| {d ε D : t ε D} | (1) composed of 4 different categories: nature, flowers, buses and
people, which were tested with several query images. All the 
images are stored in JPEG format. 

IDF is the Inverse Document Frequency, which represents 
how frequent this term in the whole dataset/document, and it 
can be calculated in many ways, but the method that we used is 
the logarithmic IDF method as shown in (1). Where N is the 
total number of images and is the number of images where the 
term t appears. 

The TF-IDF value is calculated by multiplying the TF value 
with the IDF value. The method of evaluating TF-IDF is easier 
to be done manually for textual vectors. As for visual vectors, 
we use computer-based technique; i.e. TOP-SURF, to extract 
those descriptors and get their TF-IDF values. 

C. Canonical Correlation Analysis 

Canonical Correlation Analysis (CCA) [17] is used to 
combine the visual and textual features, where it applies feature 
level fusion. Feature fusion is the process of combining two 
feature vectors to obtain a single feature vector, which is more 
discriminative than any of the input feature vectors. 

CCA is a statistical method to perform multi-view/multi- 
scale analysis for different data sources. It is a method for 
correlating linear relationships between multidimensional 
variables, which is finding projections (linear) for multiple data 

Fig. 3-Result of Visual CBIR system 
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Precision = Number of relevant images retrieved ×100Number of images retrieved 
(2) 

Recall =  Number of relevant images retrieved ×100
Number of relevant images in Dataset (3) 

  0  
MAP =  AvgP (q )   Q

 q =1  
(4) 

Precision and Recall shown in (2) and (3) are  used to 
evaluate the CBIR systems. They are basic measures used in 
evaluating search strategies. Precision is the fraction of 
retrieved instances that are relevant. Whilst Recall is the 
fraction of relevant instances that are retrieved. In the context 
of Information Retrieval, the precision-recall curve becomes 
very useful. 

Another measure shown in (4), is the Mean Average 
Precision (MAP) for a set of queries which is the mean of the 
average precision scores for each query. Precision-Recall 
graphs give more granular detail on how the system is 
performing. 

An example of the retrieval for the visual system for the 
"Flower" query is illustrated in Fig. 3, where it can easily be 
seen that the retrieved results are not all accurate; from 10 
images we got only 3 relevant images and the rest 7 are not 
relevant. 

Fig. 4- Precision-Recall of visual CBIR system 

We can notice obviously that the Precision value between a 
Recall ratios of 0.01 to 0.06 is high which is equal to 1. This is 
because the system is retrieving relevant images for the first 
three retrievals. This precision decreased to achieve only 0.25 
since the system has retrieved an irrelevant image, and it stays 
low for the last retrieval. 

Whilst when applying image retrieval for the "Flower" 
query in Multimodality using CCA as shown in Fig. 5, from 10 
images we got only 9 relevant images and only one irrelevant 
retrieved image which is an example of our proposed approach 
that was applied to the whole dataset (Training data) and 
emanate pretty good results as shown in Fig. 6. 

Fig. 5- Result for Multimodal CBIR system 

Fig. 6- Precision-Recall of Multimodal CBIR system 

The Precision-Recall graph for "Flower" query shown in 
Fig. 6 present the retrieval of a successive chain of images 
without touching any of the  irrelevant ones for the first 9 
retrievals where the Recall ratios are between 0.01 and 0.19, 
and so the precision will naturally be high. But it will decrease 
at Recall 0.2 to a value equal to 0.91 when retrieving a non- 
relevant image. The precision all over the time of retrieval will 
be affected by the irrelevant results and by that it will still 
decrease to attempt 0.28 at Recall ratio between 0.58 and 1. 

We have managed to retrieve a successive chain of images 
without changing any of the irrelevant ones for the first 9 
retrievals where the Recall ratios are between 0.01 and 0.19, 
and so the precision will naturally be high. But the precision 
will decrease, when the Recall becomes 0.2, to a value equal to 
0.91 when retrieving a non-relevant image. The precision all 
over the time of retrieval will be affected by the irrelevant 
results and by that it will still decrease to attempt 0.28 where 
the Recall ratio is between 0.58 and 1. 
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Fig. 7- Mean Average Precision of Visual CBIR system 

The mean average precision parameter of the  system is 
calculated for both systems as shown Fig. 8, where the mean 
average precision which is used to evaluate the efficiency of 
the system is only 72.6% for the visual CBIR system whereas it 
is 88.5% for the multimodal CBIR system. Therefore the 
multimodal CBIR system, which is our proposed approach, 
present a pretty better efficiency that the CBIR system which 
may help in reducing time and error while applying image 
retrieval by decreasing the noise or unrelated retrieved images. 

Fig. 8- Mean Average Precision of Multimodal CBIR 
System 

V. CONCLUSION 

The use of multimodality by fusion of visual and 
textual data became a must in order to improve the 
performance and efficiency of a content-based image retrieval 
system. It is an efficient way which makes the accuracy and the 
precision of the retrieved results very high compared with any 
system that considers only one modality. Canonical correlation 
analysis CCA implementation for fusion purpose has 
demonstrated the high performance of the retrieved results. As 
for performance measures, the precision-recall graphs were 
very efficient proofs to confirm the importance and 
significance of multimodal data. 
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Abstract— Images can be represented at different levels, 
many approaches in the domain of image representation were 
developed to move from low-level to high-level image 
representation like Collocation patterns (moving from Visual 
Words to Visual Phrases), Descriptive Visual Words and Phrases 
(DVWs & DVPs) for Image applications and Recognition Using 
Visual Phrases. Moreover, many relevant articles have tackled 
the problem of image representation in the case of image 
retrieval. These articles showed advantages and disadvantages of 
the used methods in addressing the problem of image 
representation. The main purpose of this paper is to tackle these 
drawbacks based on the performance of image representation. 
What lacks in other papers is the semantic learning and not 
considering the spatial location of the region. In this paper, a 
development is proposed for a semantic coherent visual word 
pattern representation that considers three main points, the 
neighbor among visual words, frequent item set among these 
visual words, and the semantic learning. 

Keywords—BOW; Image Representation; DVW; DVP; Image 
Processing; Image Retrieval; Visual Words 

I. INTRODUCTION 

There are two structures in representing an image, text- 
based and content based. Representing images as visual 
vectors, composed of distinctive and repeatable visual 
elements that can be compared to text words, is considered as 
a basic idea in the field of image representation. However, 
visual words may not express or illustrate the concept of an 
image as text words can. 

In order to improve the performance of CBIR systems, 
there was a shift in the research focus, from designing 
algorithms to reduce the ‘semantic gap’ between the richness 
of human semantics and the visual features [6]. With such a 
representation, lots of mature techniques in information 
retrieval can  be leveraged for vision  tasks, such  as visual 
search or recognition [4]. 

Many steps have been implemented toward reducing the 
semantic gap. Different methods were presented in our 
research based on different algorithms which depend on visual 
phrases (probability distribution, decoding, and generation of 
descriptive visual phrase), where the visual phrase is a 
collection of visual words that makes the image nearest to its 
semantic meaning. Besides, these algorithms have advantages 
and disadvantages, these disadvantages result in inefficient 
image retrieval, for this reason, we are going to introduce a 
new algorithm for a high-level representation of the image. 

Object recognition in images is a topical theme that gives 
rise to multiple applications like automatic annotation of 
multimedia content, image search (e.g. Google Images), 
automatic classification, mobile geolocation recognition of 
landscape and buildings, etc. 

Now a common approach for the computer representation 
of the visual content is to consider the images as assemblies of 
smaller areas (visual words), whose membership forms the 
entire picture. The set of visual words, which is  the 
vocabulary, is generated by a step of quantizing the feature 
space. The group of visual words forms Bag-of-Visual-Words 
(BOW) [8]. Thus, all visually similar parts are denoted by the 
same word. Another approach is detecting components like 
“person” and “horse” independently, and then describing the 
relation [2]. But the main weakness of this approach is that the 
appearance of the objects changes after adding relations. 

BOW may contain limited information which may result 
in an ineffective way for representing specific objects and 
scenes in an image due to ignoring the spatial relationship 
between visual words, which are very important in image 
representation. On the other hand, a polysemous visual word 
may mean different things under different contexts [3]. To 
resolve this ambiguity, we may tend to put them under one 
spatial context, known as collocation. 

The previous clustering based visual word generation (k- 
means), may lead the cluttered background to contain non- 
descriptive and unnecessary visual words which result in an 
ineffective and compact visual word sets. 

The BOW model has not been extensively tested for large 
image dataset, thus its performance is unclear. Performance 
gets better as a number of visual words increases until a 
certain level, where the performance will become saturated. 

In this paper, we aim to find a high-level representation of 
the image based on Bag-of-Visual-Words that has a semantic 
meaning of the image closer to user’s expectation. 

The plan carried to achieve our paper’s objective is shown 
in Fig. 1 as follows: 

1. Extracting low-level features from an image.
2. Represent the image as a bag-of-visual-words.
3. Search for the optimal available visual vocabulary by

discarding the unnecessary visual words.
4. Based on the selected visual words (after filtration), we

generate a high-level representation of the image.
5. Apply a sliding window on the image to generate the

transaction database.
6. Apply Apriori algorithm to generate the frequent item

set.
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The paper is organized as follows: Section II presents the 
low-level image representation. Section III describes the 
semantic coherent visual word representation. Section IV 
shows and interprets the result of the proposed approach. 
Finally, our Section VI concludes the paper. 

II. LOW-LEVEL IMAGE REPRESENTATION

We notice the rapid increase in the size of digital 
images collection with the prompt evolution of Internet and 
cameras. For this purpose, researchers have developed many 
image retrieval systems. Two frameworks are considered: 
text-based and content-based. 

In text-based image retrieval (TBIR) approach, 
images are manually annotated by text descriptors, which arise 
two disadvantages from this approach: the intervention of 
human labor; and the subjectivity of human perception. 

Content-based image retrieval (CBIR) was 
introduced to overcome text-based image retrieval drawbacks. 
In CBIR, images are indexed by their visual content such as 
color, texture, shapes. 

The main difference between CBIR and TBIR 
systems is that the human interaction is an important part of 
the latter system. Where in CBIR, the features are extracted 
using computer vision techniques (color, texture, shape, 
spatial layout, etc.). CBIR performance is still far from user’s 
expectations due to the presence of the ‘semantic gap’. 

III. REDUCING THE SEMANTIC GAP: SEMANTIC COHERENT 

VISUAL WORD REPRESENTATION 

A. BOW Representation: 

It is a kind of representation that represents only 
patches of an image after dividing it into regions. In this 
section, we will briefly review one of the approaches, bag of 
visual words (BOW). 

In BOW approach, images are composed of local 
patches that are rich in information from the local interest 
points of the image which reveals pretty good results caused 
by position changes, scaling and translation. 

Fig. 1- Flow chart diagram that shows the main steps of 
SCVWP representation. 

After the extraction of features from images, images 
can be a filename or RGB pixel array. We can display the 
locations of detected visual words. 

B. Transaction Database: 

After extracting BOW from images, we represent them 
as transaction database of visual words. The generation of this 
database is by using a sliding window, with a defined size, on 
each. The set of visual words in the window is a transaction 
row in the transaction database. 

C. Finding Frequent Itemset: 

After constructing BOW and presenting images as 
transaction database. In this section, we want to apply Apriori 
algorithm which is an association rule that gives the frequent 
visual words that occur with each other. 

s (X → Y) = Number of transactions containing A&B
Number of total transaction 

(1) 

c (X → Y) = Number of transactions containing A&B
Number of transactions containing A 

(2) 

In this step,  we obtain a  large number of a  visual 
pattern where each one is a set of visual words that are 
neighbors and frequently occur with each other. There is two 
kind of threshold that the number of the frequent patterns 
depends on,  support and confidence  threshold. Support 
determines how often a pattern is applicable to a given data set 
as shown in (1), while confidence determines how frequently 
items in Y appear in transactions that contain X as shown in 
(2). 

After constructing the frequent item set results are 
saved in a text file to use it later in constructing SCVWP 
(Semantic Coherent Visual Word Patterns). 

D. Learning the Semantic Significance of Set of Visual 
Words: 

The TF-IDF [9] of the visual words extracted by the TOP 
SURF [10] will be used as the input of PLSA (Probabilistic 
Latent Semantic Analysis) algorithm to extract visual words 
that has high semantic importance in the images by using 
probability estimation according to latent variables (semantics 
or concepts that are hidden). 

If the visual word has a low probability of latent variable 
which is below a certain threshold, PLSA will ignore it. PLSA 
will only preserve visual words that have a high probability to 
latent variables. 

The output of PLSA Algorithm is saved in a text file for 
later use in SCVWP dictionary generation. Generation of 
SCVWP Dictionary that respects the main three characteristics 
neighbor, frequent and semantic to the same latent variable is 
the last step. 

First, the PLSA output is filtered by removing all visual 
words that are under a predefined threshold. Second, in each 
transaction in a transaction database, visual word patterns that 
are related to the same latent variable above the threshold and 
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that are neighbors and frequently occur with each other are 
preserved as an SCVWP in the new dictionary. 

IV. RESULTS

To perform our methodology, we handle two different 
experiments using a predefined dictionary. This dictionary is 
built by using sixty images as training set and uses 5 images 
from 6 categories (cats, dogs, house, kid…) to obtain thirty 
images as testing set 

Fig. 2- Extracted Interest Points 

First, interest points will be detected from each image, 
after that we apply the clustering (K-means) to cluster similar 
features into one group known as a visual word. Then the 
image is represented as a bag of the visual word. 

To compare the result of a bag of the visual word, we will 
take any two images from the test and apply normalized 
cosine similarity or absolute distance after loading the 
dictionary to the top surf. 

Normalized cosine similarity range between 0 and 1. If 
the   value   is   near   to   zero   then   the   two   images   are 
approximately similar to each other, and if the value is far 
from zero and near to one then the two images are not similar. 

Fig. 3- Semantic Pattern 

In the case of absolute distance, the value represents the 
real distance between descriptors. When the distance is small, 
the images are similar to each other and when distance is 
large, then the images are not similar. With respect to the 
second experiment, we need to construct the new dictionary 
denoted by SCVWP (semantic coherent visual word pattern). 
This  dictionary  is  characterized  by  spatial,  frequent  and 

semantic characteristics. There are several steps to construct 
this dictionary. First of all, considering the spatial position of 
the visual word which are the neighbor ones and this is done 
by moving a window across visual words of a specific width 
(0.15 of the scale of the image). A group of visual words that 
are located near enough to be included inside the window is 
considered as a transaction in the transaction database. As it is 
known, the size of transaction database increases with the 
increase of extracted neighbor visual words. 

Now, this transaction database will be an input to Apriori 
algorithm that extracts the frequent item sets based on specific 
attributes required. The number of frequent words in every 
item set depends on the certain threshold (support and 
confidence thresholds). Frequent item set is saved into a text 
file. 

Fig. 4- Semantic Indices 

After that, we will extract the TF/IDF of all visual words 
from the whole training image, and save them into an array. 
Then apply PLSA (probabilistic latent semantic algorithm) 
with three latent variables defined. The result will be three 
arrays that will be saved into text file that is used in determine 
the semantic visual word pattern. 

Fig. 5- Normalized cosine similarity among every pair of 
images 

We put a threshold, approximately the average of all 
values obtained from PLSA, for accepting the visual word 
from PLSA  output  to  0.002567.  Now,  we  will  search  for 
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frequent item set according to the output of PLSA for the 
visual word that has a frequency less or equal to 0.002567 and 
accepts it. After that, the new dictionary (Sematic Coherent 
Visual Word Pattern) is developed consisting of indexes and 
their assigned patterns. 

Now, we have to find the semantic representation as 
indices for each image in the training and save them into a file 
that will be known as semantic indices for all the images. 

Fig. 6- Mean Average precision of BOW 

Fig. 7- Mean Average precision of SCVWP 

After that, we have to find the TF-IDF for each image that 
will be represented as a vector. As we see, each image is 
represented as vector of TF-IDF. Now, we have to apply 
normalized cosine similarity between every pair of images. 

We will calculate the MAP (Mean Average Precision) to 
test the performance of image representation. It is obtained 
after the calculation of AP (Average Precision). 

By comparing the result of first experiment with this one, 
we can see that in certain categories, the value of AP is better 
than the first one. So, the performance is better when using the 
new representation (SCVWP). 

CONCLUSION 

Images can be represented by their low level features 
or by higher level by representing patches which is a group of 
pixels. Many researches in the domain of image representation 
have been applied to map low level to higher levels by 
reducing semantic gaps. Based on the results and comparison 
obtained we can conclude that higher level can improve the 
performance of image representation. These results motivate 
us to overcome these drawbacks in our methodology that aim 

to reduce the semantic gap between machine learning and 
human perception. Semantic Coherent Visual Word Pattern 
SCVWP is our new higher level image representation that 
contains patterns of visual word respecting three main 
characteristics: neighbor, frequent and semantic. 
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ABSTRACT 

The study aimed at investigating the problem of 

online task scheduling of identifying job of 

MapReduce on cloud computing infrastructures. It 

was proposed that the virtualized cloud computing 

setup comprised machines that host multiple identical 

virtual machines (VMs) under pay-as-you-go 

charging and booting a VM requires a constant setup 

time. The problem occurs when the VMs turning off 

after finishing processing a task and running it again 

for another. The goal is to limit the delay resulted 

from setting up the VMs, and to minimize the 

idle cost (VM does not find any task to possess) 

when VM is continuing in an active state without 

processing tasks. It was a constant number of VMs 

in an activation state continuity, and the cost of idle 

was distributed over existing tasks where the cost 

should be less than the cost of setting up one VM. 

The researchers' algorithm limited the delay resulted 

from setting up the VMs, the cost resulted from the 

continuing VMs in an active state without processing 

tasks was distributed to the current tasks fairly. The 

known cases was discussed where the duration of 

each task was known upon its arrival. 

 

KEYWORDS 

Cloud computing, clairvoyant, scheduling, Known 
Duration of Tasks scheduling,  setup cost. 

 

1. INTRODUCTION  

Scheduling is a collection of policies and 

mechanisms for the sake of controlling and 

ordering the work of the computer system.Task 

scheduling is one of the basic topics discussed by 

many researchers towards solving the problem of 

scheduling. The researchers introduced a number 

of techniques for the sake of solving this 

problem [1]. 

Reducing the response time for cloud services 

will increase the confidence of customer that 

requests cloud services and the great motivation 

is minimizing the total cost of job processing. 

The goal is to  limit the delay resulted from 

setting up the VMs, and the cost resulted from 

continuing VMs in an active state without 

processing tasks was distributed to the current 

tasks fairly. In online scheduling, the scheduler 

receives jobs that arrive over time, and generally 

must schedule the jobs without any knowledge 

of the future. Cloud Computing is a new 

paradigm for provisioning computing instances, 

I.e., VMs to execute jobs in an on-demand 

manner. This paradigm shifts the location of the 

computing infrastructure from the user site to the 
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network thereby reducing the capital and 

management costs of hardware and software 

resources [2]. Public cloud is available in a pay-

as-you-go charging model that allows end-users 

to pay for VMs by the hour e.g., $0.12 per hour. 

Two-key criteria determine the quality of the 

provided service: (a) the dollar price paid by the 

end-user for activating VMs and (b) the 

maximum delay among all given tasks of a job 

which occurred by setup the VM to become 

active. The goal is to provide a scheduling 

algorithm that aims to minimize the delay and 

the activation's setup cost of VM. 

 This paper focuses on arbitrary jobs such as job 

identified of MapReduce. In classical scheduling 

problems, the number of machines is fixed, and 

the sequence we have to decide which job to 

process on which machine. However, the cloud 

introduces a different model in which we can 

activate and release machines on demand, and 

thus control the number of machines being used 

to process the jobs. This highlights the tradeoff 

between the number of machines used and the 

delay of processing the jobs. On the one hand, if 

the researchers does not have to pay for each 

machine, they could use one machine for each 

task of the job, and reduce the delay to a 

minimum. On the other hand, if we want to 

minimize cost, we could only use a single 

machine for all tasks of the jobs in a work-

conserving model.  

In this paper, it is assumed that all computing 

instances available for processing are initially 

active. When the jobs arrive, they inter to the 

VM without waiting to activate the VM. 

Moreover, when a VM is no longer in use, it 

should not be shut down, a constant time for 

turning off will not occur. Both setup and 

shutdown times are not included in the 

production cost of this service. Therefore, they 

will not be charged to the end-user. As a result, 

the number of VMs activated continuously 

(without shutdown) for a specific job which has 

a major impact on the total cost. 

The goal is to minimize both maximum delay 

(setup time) and setup cost. The problem lies in 

finding the right balance between delay and cost. 

In this study, a number of VMs are assumed in 

activation state continuously, so that no need to 

setup and shutdown VMs. This means the delay 

will be initially eliminated. However, there will 

be initially higher costs because many numbers 

of VMs will be in the activation state when no 

jobs are in process. 

The remaining sections of this paper are 

organized as follows: 

Section 2 presents the related work to setup cost 

scheduling. System model, system assumption, 

cost scheduling model, and algorithm of known 

duration of tasks are presented in Section 3. The 

results of the study and comparison are presented 

in Section 4 and 5, and the conclusion is 

presented in Section 6. 

2. RELATED WORK  

Due to the significance of task scheduling and 

being often NP-hard, these kinds of problems 

have been much studied. The instrument 

technique was surveys for scheduling algorithms 

and online scheduling which are found in [3], 
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[4], [5] and [6]. It could be the most intuitive 

measure of Quality of Service (QoS) received by 

an individual job is the flow time. That is, the 

flow time    of the      job from the difference 

between its completion time and its release date. 

However, this measurement is used to the delay 

attribute in [7]. The main goal in the last 

reference is to give a scheduling algorithm that 

aims to minimize the delay and the production 

cost of executing a job. They assume that all 

computing instances  available for processing are 

initially inactive to assign a task to any machine; 

It should be activated first, activation (Set up) 

Time:       . To activate a machine, there is a 

constant duration of setup until the machine is 

ready to process, Shut down Time:          . 

This means that Activation Time            

          , Both setup and shutdown times are 

involved in the production cost of this service, 

and therefore they will be charged to the end-

user. In the researchers' work, the focus is on the 

online problem because no information is known 

on future arrival of tasks, but that the arrivals of 

tasks are independent of the scheduling. 

Focusing on the cases below, it is clear that they 

are known and unknown task duration model 

(i.e. clairvoyant and non-clairvoyant). In the 

clairvoyant case the duration of a task is known 

at its arrival. In the non-clairvoyant model the 

duration is unknown at its arrival and becomes 

known only once the task has been completed. 

The results of the researchers' work (1) the cost 

ratio of Algorithm Clairvoyant is at most(   ); 

(0<    1). Moreover a long task will have a 

delay of    . The delay of a short task is at most  

   
   

 
 . (2) If an online non-clairvoyant 

algorithm is limited to a cost of (   ) , then its 

delay ratio is  (
    

 
), where   is the ratio 

of the longest task duration of any job to the 

shortest task duration of any job. 

 
Known Duration of Tasks: It is assumed that 

the duration of each task    is known upon its 

arrival.  Let  
   

 
 (         ). 

Algorithm Clairvoyant: Classify a task upon its 

arrival. It is a long task if        or otherwise 

short. 

Once the arrival of each new long task, activate a 

new machine. That is to say, accumulate short 

tasks, activate a machine to process those tasks 

at the earliest between case 1: the first time the 

volume of the accumulated tasks becomes above 

 . In this case, assign the tasks to a new 

allocated machine and restart the accumulation. 

Case 2: (    )  time passed from the earliest 

release time of those tasks. In this case, continue 

the accumulation until the machine is ready (at 

time ), assign the tasks to the machine, and then 

restart the accumulation. If the volume of the 

tasks exceeds   by the time the machine is ready, 

stop the accumulation and go to case 1 (these 

tasks will be classified as case 1). Processing the 

tasks on their assigned machine according to 

their arrival order. Note that the volume assigned 

to a machine is below    and each task will start 

its processing within at most   time after the 

assigned machine is ready. Shutdown a machine 

once it completes tasks assigned to it. 

131

International Journal of New Computer Architectures and their Applications (IJNCAA) 8(3): 129-141
The Society of Digital Information and Wireless Communications, 2018 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



Unknown Duration of Tasks: Algorithm Non-

Clairvoyant Divide the time into epochs of 

  
   

 
. Let    be the set of tasks given initially 

(Time 0) and for    , let    *  (   )  

     + . All tasks   are handled at time    

separately from tasks of    for     . Let 

         is the number of tasks arrived in 

epoch  . Let    ⌈
   

 
⌉  and activate    

machines. Processing tasks on machines in 

arbitrary order for      time (this also includes 

setup times of newly activated machines). If after  

     time there are still waiting tasks then 

activate additional   machines set        

and repeat this step (note that tasks that are 

already running will continue to run with no 

interruption). Shutdown a machine once it 

becomes idle and there are no waiting tasks. 

In [8] files are divided into many small blocks 

and all blocks are replicated over several servers. 

To process files efficiently, each job is divided 

into many tasks and each task is allocated to a 

server to deal with a file block because network 

bandwidth is a scarce resource.  

Activity Based Costing as a Solution: Activity 

based costing is evaluated separately for every 

task. It is decided on the basis of resources, 

space and time taken by every activity of every 

task. 

Activity Based Costing in Cloud Computing: 

One way to measure both cost of the object and 

its performance is the activity based costing. In 

this view, researchers have solved the problem 

like poor cost control, distorted product costs and 

also the starvation. They divide the task into 

different groups. These groups are (1) Available 

(dependent & independent): is the group of tasks 

which can be complete performed on a single 

data center. (2) Partially available: is the group 

of tasks which need resources from other data 

centers. Hence others classify them into cat1, 

cat2, cat3… and so on till N number of 

classification. They are done on the basis of data 

need. Cat1 tasks will need the data from same 

data centers. Similarly, cat2, cat3….cat N tasks 

will need the data from same data centers. 

Activity Based Costing (Implementation): 

Researchers deal with algorithm in a tree 

diagram. one parent queue in which researchers  

stored  the tasks according to their arrival time, 

tested for data and requested resources by the 

task and sorted them into two different queues, 

available and partially available. For available 

queue, they tested if the task is dependent or 

independent and according to that researchers 

stored them in their respective queues. For 

partially available queue, they sorted tasks in a 

multiple queues named cat1, cat2… and so on. 

To decide the priority, researchers considering 

four major factors i.e. time, space, resources and 

profit, and they have derived the following 

formula for deciding the priority of the task: 

∑ (  
      

          )    The notations are 

explained below:  

   : Priority of the     task. 

    : Time required to complete     activity of 

    task.  

    : Space needed to operate     activity of     

task. 
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    : cost of     activity in terms of resources of 

     task. 

   : Profit from complete      task. 

  : It is the total number of activities of any     

task. 

In [9], the goal of this paper is to schedule task 

groups in cloud computing platform, in that 

resources have different resource costs and 

computation performance. However, researchers' 

algorithm measure both resource cost and 

computation performance, it also develops the 

computation/communication ratio by collecting 

the user tasks based on a particular cloud 

resource’s processing capability and sends the 

grouped jobs to the resource. They improved 

Activity Based Costing (ABC), their problems 

are reduction of makespan and   reducing cost. 

They used CloudSim 1.0b to simulate the 

algorithm of task scheduling, simulated the 

algorithm with six nodes, five seconds of 

granularity time, average MI (Number of 

Machine Instructions) of tasks 10. They  can be 

seen that for ABC Scheduling the time taken to 

complete tasks after grouping the tasks is very 

less when compared with time taken to complete 

the tasks without grouping the tasks. 

In [10], researchers introduce Budget and 

Deadline Constrained Heuristic based upon 

Heterogeneous Earliest Finish Time (HEFT) to 

schedule workflow tasks over the available cloud 

resources. 

In [11], researchers  propose a scheduling 

algorithm which addresses these major 

challenges of task scheduling such as task 

completion time or task execution cost etc. The 

proposed model is implemented and tested on 

simulation tool kit. Results validate the 

correctness of the framework and show a 

significant improvement over sequential 

scheduling. 

In [12], the goal of this study is to use the 

conventional scheduling concepts to merge them 

to provide solution for better and more efficient 

task scheduling which is beneficial to both user 

and service provider. 

In [13], researchers introduce a more efficient 

algorithm for task scheduling based on Priority 

Based Scheduling in cloud computing and the 

implementation of it. Improvement of this 

algorithm should concentrate on discussing 

simultaneous instead of independent task 

scheduling in Cloud environment. 

 

3. SYSTEM MODEL AND ASSUMPTION 

3.1 System Assumption  

The job input consists of multiple tasks that need 

to be executed. Tasks arrive over time. A task 

  has an arrival time    and maximum duration 

  , assuming the arrival time is known. 

At time t, there is constant number of VMs in 

activation state. The cost activation is free for the 

first time, I.e. cost activation for each VM in the 

second time is with fees. Time activation for 

each VM is a constant (      ), the delay is 

denoted by (      ) which occurred by       , 

and the cost activation of each VM is constant 

(       ). Each VM and its task are 

homogeneous. Each task runs on a single 
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machine (instance). Each machine can run a 

single task at a time. Tasks are non-preemptive, 

i.e., a task has to run continuously without 

interruptions. Let   =   +    which is the earliest 

possible completion time of task    . Denoted by 

   which is the actual completion time of task   

and   =   -    as the delay that the task delays for 

some time to find empty VM. Machine can be 

activated or shut down for the first time without 

fees otherwise with fees (i.e. activation machine 

again with fees). Any machine in idle state 

(      ) (i.e. VM does not find any task to 

possess) should not   be shut down. Inactivation 

of a machine, there is       time until the 

machine is available for processing. In shut 

down, there is           time to turn off the 

machine. For simplicity, it is assumed that there 

is only activation time Ts =       + 

         and the shutdown is free. This paper 

focuses on the known task duration model 

(duration of a task is known at its arrival). 

 

3.2 Cost Scheduling Model 

At any time  , the algorithm needs to decide how 

much the actual idle time in machines to shut 

down some of them. In addition, it should decide 

for each task what the cost idle time to be 

distributed. 

Goal Function: 

The goal function consists of two parts: setup 

cost and delay that occurred by setting up VM. It 

is assumed that the cost charged per machine per 

unit of idle time (     ) is $ 0.002. Then the 

actual cost for each VM which is in idle state 

(     ) is: 

      ∑       

 

                       ( ) 

Through equation No. (1), the total idle cost 

(      ) of VMs can be calculated for every task 

for every moment. Then, that cost is distributed 

to current available tasks according to our model. 

When all VMs are decided to be in activation 

state, an algorithm will be available, its idle time 

cost should be less than cost of its setup when 

activation of VM occurs again. Let D be the 

maximum delay of the task when it waits to 

activate a new machine (i.e.   < D for all tasks 

i). Formally, the performance of an algorithm 

will be described by α- the cost ratio of our 

algorithm (     ) to the setup cost (       ): 

α  
    

      
             (2) 

Where             constant. 

Through equation No. (2), the cost average ratio 

( α) can be calculated for every task via the 

researchers' algorithm (    ) comparing cost 

resulted from activating VM again (       ). 

 and δ- the delay ratio: 

δ  
    

      
     (3) 

where                     . 

 
Through equation No. (3), the delay average 

ratio (δ) can be calculated for every task via the 

researchers' algorithm ( (    ) comparing delay 

resulted from activating VM again (       )  

 

3.3 Algorithm of Known Duration of Tasks 

In this section, the researchers' algorithm of 

known duration of tasks is conducted. The 

researchers first assume that the duration of each 
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task    is known upon its arrival. Let        . 

A task is classified upon its arrival. It is a long 

task if      , middle task if         and 

otherwise it will be short. 

Step 1 

The researchers' determined the No. of VMs 

which are turning on continually (     ) 

during the period [0,t], running on the VMs 

will be free for the first time. 

Step2 

A number of tasks of known duration are 

generated (for each task, certain 

characteristics, arrival time (Ta), service 

time (Ts), terminate time (Tt) …etc. Which 

occur in separated times during the [0, t]. 

Step3 

The tasks are processed in the VMs as 

follows: 

1. If the number of the tasks (      ) in the 

period [0,t] is equal to the number of the 

VMs which are in the turning on state; 

that is       =       , each task enters 

VM will enter and its setup cost will be 

equal to zero. However, the proper delay 

for setting up the VM will be zero 

because the VMs are already active:  

      =0 

      =0 

2. If (         ), then additional VMs ( 

       ) that will be running equal 

         (i.e.               

   ), and the tasks of the VMs will 

process as the task of the longest size will 

be the first. 

3. If (          ), there is a definite 

number of these VMs are idle. In this 

case, the time of idle state of all VMs 

should be gathered:       = ∑          , 

and the cost of idle (      ) will be 

distributed over existing tasks in 

accordance with the following principles: 

a- Long task (     ) should cost less 

than the cost of setting up one VM. 

b-  Middle task (        ) should 

cost less than the two-third cost of 

setting up one VM. 

c- Short task (0       ) should cost 

less than the half cost of setting up 

one VM. 

4- The case (3) continues until the total idle 

cost of VMs is greater or equal to the 

total cost of their setup. Hence, some 

VMs will be shut down in the principle of 

what gets idle first, should be shutdown 

first. 

Step 4 

Any VM gets turned on for the second 

time (i.e. activating it after being shut 

down), it should be turned on in line with 

algorithm clairvoyant in [7]. The 

following chart summarizes what is 

mentioned above: 
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4. STUDY RESULTS  

The performance of an algorithm will be 

described by a competitive analysis where α is 

the cost ratio of the algorithm to the setup cost 

(  
    

      
) and δ (  

    

      
) is the delay ratio: 

1- In optimal case (I.e.            through 

time duration  [0, t] ) α=0 and the delay 

ratio δ=0  

 

 

2- In the second case (when             

through time duration [0, t]) α=0 for all 

jobs and additional tasks (cost activation 

of additional VMs is free in the first time). 

Delay ratio: 

 δ= {
                      

                              
             (4) 

 
 

Figure1: Algorithm Diagram Model 
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3- In third case (when              

through time duration  [0, t]): 

 

{

                                       

       
 

 
                                           

       
 

 
                                          

( ) 

Delay ratio δ=0 (I.e. no arrival additional tasks to 

activation additional VMs). 

 

As shown by figure 2, when the number of the 

tasks is equal to the number of the VMs (    

     ) through time duration [0,t]. That is, as far 

as the VM finishes processing a task, another 

task comes, and the VM will not turn off nor 

activate again. There is no delay for any neither 

task nor setup cost because running the VM 

occurs for the first time. This case is called 

"optimal". Notice  the curves of cost and delay 

do not appear. In figure 3, when (           ) 

during the period [0, t], this case is considered 

rare because the problem occurs when the 

opposite happens. That is, services providers run 

a number of VMs for the additional tasks. The 

delay occurs because it waits for the VM to 

become ready as being closed earlier. However, 

these tasks without setup cost because these 

VMs occur for the first time, as shown in p15, 

p16, p18, p19 and p20. Notice the curves of 

VMs, delay appears only in the additional tasks
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In figure 4, when (           ). (I.e. some 

VMs are idle), so, instead of turning off such 

VMs, the researchers should count its remaining 

cost when they are turning on. This cost gets 

distributed over all tasks during that period. 

 

 

In table 1, it is noticed that the unit of time t=10, 

the total of idle cost VMs from VM1 to VM15 

equals to 0.11. Thus, it shut down some VMs. It 

is noticed that, in the critical case, the long task 

will render a setup cost of one VM. In case of 

others, every task will render a setup cost less 

than that of one single VM such as VM1, VM4, 

VM5, VM6 etc. until the total of idle cost 

becomes less than the cost of activating all VMs 

again. Moreover, in all cases, there is no delay 

resulted from the time of VM's setup.

  

 

 

 

In all cases, it is supposed that the cost of one 

single time unit of the idle equals the double cost 

of setup unit, and  the activation cost of VM is 

counted but the turning off  is free. 

0

1

2

3

4

5

6

7

8

9

vm1vm2vm3vm4vm5vm6vm7vm8vm9vm10vm11vm12vm13vm14vm15

Tidl

Cvm

α  δ  
    

Ts Ta N-task N-vm 

  0 0.01 5       vm1 

0.001 0 0 0 8 4 p2 vm2 

0.001 0 0 0 8 2 p3 vm3 

  0 0.01 5       vm4 

  0 0.004 2       vm5 

  0 0.008 4       vm6 

  0 0.008 4       vm7 

  0 0.002 1       vm8 

  0 0.004 2       vm9 

0.0009 0 0 0 6 4 p10 vm10 

0 0 0.012 6       vm11 

0 0 0.012 6       vm12 

0 0 0.016 8       vm13 

0 0 0.012 6       vm14 

0 0 0.012 6       vm15 

Figure 4: Cost Distribution   

Table 1: Shutdown Some VMS 
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5. COMPARISON OF RESULTS 

When our data is uses in others algorithms the δ and α appear as the following   : 

 

In the researchers' algorithm In  others 
Case 1:             

 

 
Ratio of delay (δ)=0 
Ratio of setup cost (α)=0 

 

 

              ( )  {
            h         
                     

 

 

Ratio of Setup cost(α)=  {
                    

                                  
 

 
 
 

Case2:              
 

 
Delay =Ts only with additional task. 
No setup cost for all task. 

       ( )   {
                       
                     

 

 

Ratio of Setup cost(α)  {
                     
                   

 

 

Case 3:             
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No idle cost but Ratio of Setup cost(α)  

{
                        
                        

 

 

 

 

Figure 5: Comparison of Results  

 

6. CONCLUSION AND FUTURE WORK 

In this paper, the researchers devised a new 

scheduling algorithm for cloud environment. 

The proposed algorithm is a generalization of 

clairvoyant algorithm with known duration of 

tasks. the researchers' algorithm is limited the 

delay occurs by activation and shutdown 

VMs. Also it distributed the idle cost of VMs 

over all task in a fair manner.The simulation 

results show that the researchers proposed 

algorithm out performs in terms of setup 

delay while producing the setup cost as good 

as produced by clairvoyant algorithm. In 

future, the researchers intend to improve this 

work by finding out the optimal schedule plan 

to decrease the idle cost of VMs. 
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ABSTRACT 
In time sharing systems, many processes reside in the 
ready queue and compete for execution by the 
processor. Therefore, scheduling these processes on 
CPU as it can run only one process at a time is 
needed. In this paper, a modified version of Round-
Robin (RR) called proportional weighted round robin 
(PWRR) is proposed. The proposed scheduler is a 
proportional share scheduler designed explicitly for 
time sharing systems. The proposed scheduler 
improves some scheduling criteria by minimizing 
turnaround times, waiting times, and context switches 
for the running processes. A threshold is considered 
to determine whether the system cannot take away 
the CPU from the process until it finishes or the 
process is interrupted due to the expiration of its time 
slice assigned by the RR policy. According to 
evaluation results, the proposed scheduler minimizes 
some scheduling criteria (turnaround times, waiting 
times, and context switches in this context).. 

KEYWORDS 
Process scheduling, Time sharing system, Round 
Robin, CPU scheduler, Round Robin. 

1 INTRODUCTION 

1.1 Overview 
Allowing multiple processes to run concurrently 
in a system and share resources (e.g., CPU time) 
is a recent architectural technique that improves 
resource utilization. Such kind of systems is 
called time sharing systems, in which, multiple 
processes in memory, all compete for execution. 
The main objective of time sharing is to switch 
the CPU among processes so frequently that 
users can interact with each program while it is 
running. CPU utilization is an important concern 
that arose due to time sharing. So, the issue is to 
schedule the processes such that CPU does not 
sit idle. Since CPU can run a single process at a 
time, other processes must wait. When multiple 
processes are running on a single CPU, CPU 
time needs to be shared among all these 

processes. However, it seems difficult to manage 
this time among all the processes manually. The 
software that selects the processes to be 
scheduled according to a specific algorithm is 
called scheduler [1]. The scheduler that selects a 
process from the ready queue and dispatches to 
the CPU is called short term scheduler. Short 
term scheduler is very frequent; the process 
stopped temporarily from execution and is sent 
to the queue and competes again for execution 
[13]. 

1.2 Motivation 
The behavior of a system may depend on various 
general criteria such as waiting time, the total 
time spent in the ready queue by a process, 
turnaround time, the time since the process was 
submitted to the time of completion, and so on 
[14]. The behavior of the system must be 
optimized. Different CPU-scheduling algorithms 
have different properties, and the choice of a 
particular algorithm may favor one class of 
processes over another. Choosing which 
scheduling algorithm is used for a specific 
system depends on which characteristics are 
used for comparison between CPU-scheduling 
algorithms. Many criteria have been suggested 
for comparing CPU-scheduling algorithms. The 
CPU scheduler is designed to allocate the 
resources, CPU time in this context, to all 
processes. The scheduling problem can be stated 
shortly as: which process should be moved 
when, to where and for how long it will run [2, 
3, 4]. 
In general form, scheduling algorithms have 
been found to be NP-complete (i.e., it is believed 
that there is no optimal polynomial-time 
algorithm for them [4, 5]). Good scheduling 
performance may lead to a give-and-take 
situation, such that improving performance in 
one trend hurts performance in another [2]. The 
proposed work in this paper improves the system 
performance by minimizing user-based 
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scheduling criteria (i.e., waiting time, turnaround 
time, and context switches). There are many 
different CPU scheduling algorithms. First Come 
First served (FCFS) algorithm is the simplest 
one. The policy of FCFS is managed with a First 
In First Out (FIFO) queue. Shortest Job First 
(SJF) is a different approach to CPU scheduling. 
The CPU is assigned to the process that has the 
smallest next CPU burst time. Another algorithm 
called Round-Robin (RR) is designed especially 
for time sharing systems. It is similar to FCFS 
scheduling, but preemption is added by defining 
a small unit of time, called time slice, to enable 
the system to switch between processes. 
Efficiency and effectiveness of RR are arising 
from its low scheduling overhead of O(1), which 
means scheduling the next process takes a 
constant time [6, 7, 8]. 

1.3 Problem Statement 
The most important issue in RR policy is 
choosing the time slice. The size of time slice 
affects the performance of the system [15]. If the 
size of the time slice is too long, this will cause 
convoy effect (i.e., processes wait for the one big 
process to get off the CPU). On the other hand, if 
the size of the time slice is too short, more 
context switches occurs. Context switch time is 
pure overhead, because the system does no 
useful work while switching. Hence, the 
performance of the system will be degraded [9]. 
Allowing short processes to get more CPU time 
gives a share in decreasing context switches 
overhead. It can be concluded that the time slice 
must be selected in a balanced range (i.e., not be 
as too short or too large). 

1.4 Research Contribution of this Paper 
In this paper, a proportional share CPU 
scheduler is proposed to optimize the 
performance of the system by reducing some 
user based scheduling criteria. In this paper, the 
time slice assigned to a process will be 
proportional to its burst time, and under a 
predefined condition short process will gain 
more CPU time. In this work, a modification is 
implemented to RR. The modification is based 
on changing the time slice of each process 
depending on its burst time. The improvement of 
the proposed scheduler over RR scheduling is 
experimentally demonstrated, and experimental 

results show that the proposed scheduler can 
minimize the scheduling criteria. 
The rest of this paper is structured as follows: 
section 2 presents the related research. Section 3 
discusses the proposed scheduler PWRR. The 
experimental results are given in section 4. 
Section 5 presents the conclusion. 

2 RELATED RESEARCHES 
Various scheduling algorithms are discussed in 
this section. 

2.1 Burst Round Robin Algorithm: 
Burst Round Robin (BRR) [10] is a weighting 
algorithm based on burst times of processes. The 
higher weight, the more time slice. Short 
processes will leave the CPU earlier because it 
will be given more CPU time. 

2.2 Changeable Time Quantum 
CTQ algorithm [2] finds a value of time slice 
that gives the minimum waiting time. Depending 
on the burst times of running processes, the 
value of time slice changes in each round. 

2.3 Enhanced Round Robin Algorithm 
Tajwar et al., [11] proposed a dynamic round 
robin algorithm. In every round, the proposed 
algorithm assigns a new time slice equals to the 
mean burst time of all running processes. 

2.4 Dynamic Average Burst Round Robin 
DABRR [12] is a dynamic scheduling algorithm 
based on RR. The processes are sorted in an 
ascending order based on burst times. 

3 THE PROPOSED ALGORITHM 

3.1 PWRR Definitions 
PWRR is a proportional CPU scheduler that 
assigns a time slice to each process proportional 
to its burst time. The terminology list used in this 
work is defined in Table i. 

Table i. List of terminology. 
PID Process identification 
n Number of processes 
BT[i] Original burst time of process i 
BT[i][r] Burst time of process i in round r 
W[i][r] Weight of process i in round r 
RR_TQ Time quantum assigned by RR policy 
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NTQ[i][r] New time quantum of process i in round r 
TSH Predefined threshold 
WT[i] Waiting time of process i 
TAT[i] Turnaround time of process i 
AVGWT Average waiting time 
AVGTAT Average turnaround time 
CS[i] Context switches 

The design issues with the functioning of PWRR 
are discussed as following: 

i. The queue is a FIFO queue.
ii. The weight of the process equals the

process's burst time divided by summation of
all burst times in the queue:

iii. The process's time slice:

iv. The burst time:

v. The burst time of the selected process to be
executed is compared with time slice
assigned by the RR policy under a predefined
threshold (the value of the threshold is an
implementation choice).

vi. If the condition in (v) is true, this short
process will complete execution until
termination.

vii. If the condition in (v) is false, the running
process will be interrupted by the expiration
of time slice obtained from (iii) and is placed
back at the tail of the ready queue.

Figure 1shows the flow chart of the proposed 
scheduler. 

3.2 Illustrative Example 
The following example simplifies the proposed 
consideration. Four processes arrive at the 
same time, each with burst time given in 
milliseconds (Table ii). 

Table ii. Set of processes with different CPU burst times. 
PID BT[i] 
P1 21 
P2 20 
P3 6 
P4 13 

a. Under RR

The following Gantt chart shows the result under 
RR (RR_TQ = 10ms). The scheduling criteria 
calculated are shown in Table iii. 

Table iii. The scheduling criteria under RR. 
Process  BT[i]  WT[i]  TAT[i]  CS[i] 
P1 21 39 60 2 
P2 20 36 56 1 
P3 6 20 26 0 
P4 13 46 59 1 

AVGWT 
= 

35.25 ms 

AVGTAT 
= 

50.25 ms 

No. CS 
= 
4 

b. Under PWRR

In this work, the threshold is taken to be TSH = 
0.3 × RR_TQ. Table iv shows the weight of 
the processes and the time slice for each process. 

Table iv. Processes, their weights and time slices under 
PWRR in first round. 

PID BT[i] BT[i][1] W[i][1] NTQ[i][1] 
P1 21 21 0.35 6.5 
P2 20 20 0.333333333 6.666666667 
P3 6 6 0.1 9 
P4 13 13 0.216666667 13 

sum 60 

Process P4 achieves the condition in v, then it 
will continue execution until termination. The 
following Gantt chart shows the result under 
proposed scheduler: 

Table v shows the burst times in the second 
round and the time slices assigned for each 
process. 

Table v. Processes, their weights and time slices under 
PWRR in second round. 

PID BT[i] BT[i][2] W[i][2] NTQ[i][2] 
P1 21 14.5 0.241667 7.58333 
P2 20 13.3333 0.222222 13.3333 
P3 6 Terminated 
P4 13 Terminated 

sum 60    
Process P2 achieves the condition in v, then it 
will continue execution until termination. 

(1) 

(2) 

(3) 
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Table vi shows the burst times and the time 
slices in the third round. 

Table vi. Processes, their weights and time slices under 
PWRR in third round. 

PID BT[i] BT[i][3] W[i][3] NTQ[i][3] 
P1 21 6.91667 0.115278 6.91667 
P2 20 Terminated 
P3 6 Terminated 
P4 13 Terminated 

sum 60 

The scheduling criteria calculated are shown in 
Table vii. 

Table vii. The scheduling criteria under PWRR. 
Process BT[i] WT[i] TAT[i] CS[i] 

P1 21 39 60 2 
P2 20 33.0833 53.0833 1 
P3 6 13.1667 19.1667 0 
P4 13 19.1667 32.1667 0 

AVGWT 
= 

26.1042 
ms 

AVGTAT 
= 

41.1042 
ms 

No. CS 
= 
3 

Figure 1.Proposed scheduler flow chart. 

4 EXPERIMENTAL RESULTS 
To demonstrate the effectiveness of PWRR, 
some experimental data quantitatively 
comparing PWRR performance against RR 
considered on different combinations of number 
of processes in two scenarios. In the first 
scenario, the processes arrive at the same time. 
In the second scenario, the processes arrive at 
different times. The experiments were repeated 
many times for each scenario. In each scenario, 
there are two cases. In the first case, the 
processes are running in the order they come. 
The scheduler is called US_PWRR. In the 
second case, the processes are sorted in an 
ascending order. The process sets were generated 
by process generator routine. Each process has 
its id, arrival time, and burst time. The process 
arrival was modeled as a Poisson random 
process. The scheduler is called S_PWRR. The 
results show a significant improvement in terms 
of minimizing scheduling criteria (average 
waiting time, average turnaround time, and 
number of context switches). Figures 2, 3 and 4 
show the average waiting times, turnaround 
times and number of context switches 
comparisons respectively in first scenario. 
Figures 5, 6 and 7 show the average waiting 
times, turnaround times and number of context 
switches comparisons in second scenario 
respectively. 

Figure 2: Average waiting times comparison in first 
scenario. 
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Figure 3: Average turnaround times comparison in first 
scenario. 

Figure 4: Number of context switches comparison in first 
scenario. 

Figure 5: Average waiting times comparison in second 
scenario. 

Figure 6: Average turnaround times comparison in second 
scenario. 

Figure 7: Number of context switches comparison in 
second scenario. 

CONCLUSION 
In this paper, a novel CPU scheduler has been 
proposed to benefit from low scheduling 
overhead of RR algorithm. The proposed 
scheduler based on RR scheduler because RR is 
designed especially for time sharing systems. 
The proposed algorithm assigns new time slice 
to each process proportional to its burst time. 
Short process will be given a chance to get more 
CPU time. The results show a significant 
improvement in terms of minimizing scheduling 
criteria. The simulation study showed that the 
performance of the proposed algorithm is higher 
than RR in general time sharing systems. 
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ABSTRACT 

 
Drones are vastly used in many civil and 

military applications. However, there are many 

factors to be highly considered in military 

applications.. In order to send a military drone with 

the aim of acquiring images from multiple sites, the 

mission time should be the least possible. Therefore, 

the minimum route plan is required.Simulated 

annealing (SA) algorithm is one of the 

metaheuristics selected to generate a feasible 

solution to solve this problem.This research 

exploits the parallelism in the simulated 

annealing with the aim of accelerating the time to 

find a suitable solution. Parallel programming divides 

the problem into smaller independent tasks, and then 

executes the sub-tasks simultaneously. Two parallel 

versions are therefore developed on different 

environment: synchronous SA on SMP, and 

asynchronous SA Complete Search Space (CSS) on 

parallel clusters. Experiments are conducted on 

the parallel clusters environment of the SANAM 

supercomputer. This research details the CSS, 

and compares it with the SMP SA developed in 

our previous study. Comparison is made in terms 

of speedup, efficiency, scalability, and quality of 

solution.  
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Parallel processing; Simulated annealing; Parallel 

Simulated Annealing; Shared-memory Processor; 
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1 INTRODUCTION  
 

Recently, drones or Unmanned Aircraft 

Vehicles (UAV) became very popular. This 

refers to their ability to undergo dangerous 

missions without exposing human beings’ lives 

to any type of danger. Drones are associated with 

sensors and devices such as cameras, computing 

units, communication tools, and others. They are 

remotely controlled [1,2]. 

Drones are utilized in diverse military 

and civilian applications. Examples include, but 

are not limited to, aerial surveillance, image 

acquisition, remote sensing, and scientific 

research [2]. In addition to saving human lives, 

drones complete missions quickly with minimum 

cost [1, 3]. On the other hand, the main 

restriction imposed on a drone is its limited 

energy; and therefore, flight time. Consequently, 

one of the main challenges when dealing with 

drones is to find an effective route plan in the 

minimum possible amount of time [4]. 

As drones usually follow preloaded 

instructions without human intervention, the 

route plan may be generated either online during 

the flight, or offline before taking off. Moreover, 

drones route planning becomes more challenging 

when there are several geographical locations to 

be visited that are dispersed apart; these are 

called waypoints[2]. This research targets for 

finding a route plan that allows drones to acquire 

images from predefined waypoints in the least 

possible amount of time. Each waypoint is to be 

visited exactly once. Obviously, this is 

analogous to the well-known Travelling 

Salesman Problem (TSP). Finding a near-

optimum route plan is necessary to minimize the 

drone’s power consumption during the flight to 

cover the largest possible geographical area; and 

therefore, visit the largest number of targeted 

waypoints. In addition, achieving the mission in 

the minimum possible time ensures its secrecy. 

However, solving TSP problem using a 

brute-force approach requires a significant 

amount of time to try every possible solution[2] . 

This approach is not suitable for the problem in-

hands, since time and secrecy are both important 

factors in military applications. Therefore, a 

metaheuristics algorithm, the simulated 

annealing (SA) algorithm is used. SA is capable 
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of finding an acceptable local optimum route 

plan[5]. Although SA is used to solve several 

complex problems, but it requires significant 

processing time to find a suitable solution[6]. 

Therefore, parallel computing is expected to 

positively contribute in the solution of this 

problem. Parallelism may minimize the 

execution time to fulfill the requirements of the 

military mission. In addition, it may increase the 

chance to provide a better-quality plan. 

However, the SA is inherently sequential as each 

new solution depends on the previous one. 

Therefore, this imposes one of the challenges 

associated with parallelizing SA. The 

improvement of the parallel computational 

power can overcome this challenge. In this 

research, we aim to study the parallel SA on 

SANAM supercomputer. 

The performance of the parallel program 

is measured in terms of three metrics; namely, 

the speedup, the efficiency, and the scalability 

[7].  

Therefore, the aim of this research is to design a 

parallel SA implementation with the purpose of 

generating a route plan for military drones 

emitted with the intention of acquiring images at 

multiple sites. Therefore, the program speedup, 

efficiency, and scalability are to be maximized; 

while the final distance should be at its 

minimum. 

The layout of this paper is as follows: Section 2 

exposes similar work in the literature. Section 3 

explains the design of the asynchronous CSS. 

Section 4 reports the experiments’ results. The 

paper is then concluded in Section 5 with a hint 

to our plan to future work.  

 

2 RELATED WORK 

 

This chapter  exposes the sequential and 

parallel solutions to the TSP, which is similar to 

the drone route planning problem There are 

several algorithms that provide a solution for the 

TSP, such as LS, BB, EAs, ACO, and hybrid 

algorithms [7].One of these algorithms is 

simulated annealing which used to solve the 

problem in this work. The main concern of this 

work is comparing the parallel simulated 

annealing on different parallel environments   

methods with are  SMP and parallel clusters.  

 

Many sequential algorithms are proposed 

to solve the TSP, some of which are based on the 

ACO algorithm. The proposed solution in[8] 

provides a modification of the traditional ACO 

method; this is known as the High Performance 

ACO. The traditional ACO algorithm involves a 

single ant randomly looking for the path; 

whereas the updated algorithm applies the TSP 

on a group of ants. The authors provide a 

comparison between their proposed algorithm 

and the ant colony system algorithm on various 

number of nodes. They found that the proposed 

algorithm completes the task in less time.  

Also, Local search algorithms are widely used to 

solve the TSP. The research in [7] provides an 

experimental study to test the performance of the 

Lin-Kernighan and the Multi-Neighborhood 

Search. Results show that the Lin-Kernighan 

provides better results than the Multi-

Neighborhood Search in terms of runtime. 

 

On the other hand, several parallel 

solutions are proposed in the literature to solve 

the TSP using diverse parallel programming 

platforms.In[9], the experiment is performed on 

a standard multicore CPU. The reported results 

indicate that a gained speedup of 7.3 on 8 cores. 

Thus, the usage of PSO algorithm is more 

suitable for real-time planning for the drone. 

Moreover, the experiments also proved that the 

performance of the GA is better than the PSO. 

The same authors improved their results in [10] 

by proposing a parallel hybrid algorithm that 

exploits the advantages of both the PSO and the 

GA to generate a suitable path plan for fixed-

wing drones. It is found that the gained speedup 

is 10.7 on a 12-core SMP.  

 

In [2], the authors planned the drone’s 

path using parallel ACO solution on both GPU 

and CUDA platforms. The generated path guides 

the drone in disseminating keys and collecting 

data from wireless sensors, which are previously 

deployed at minimum cost. The drone launches 

from a station, visits all sensors in a limited 

period of time, then returns back to the same 

station it is emitted from. In their experiment, 

they compared the sequential performance with 

the parallel implementation performance. They 

showed that the speedup is higher when using 

GPU platform. 
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In [5], the authors generate multiple route paths 

for several drones simultaneously using  

synchronous parallel SA on the GPU. 

Experiments’ results prove that the processing 

time is reduced, and a better solution is acquired, 

as compared to the CPU implementation. 

 

 

 

 

 

3DESIGN AND IMPLEMENTATION 

 

This section discusses the general design 

of SA. Then, the implementation of the 

asynchronous CSS is then discussed.  

 

3.1 Simulated Annealing Design 

 

Two concepts are to be defined when it 

comes to designing an iterative metaheuristics 

algorithm; namely, the solution representation 

and the objective function. Since SA is classified 

as a single-solution based metaheuristics, it 

requires the definition of the neighborhood. 

These are detailed in the following subsections 

[11]. 

 

3.1.1 Solution Representation 

 

The solution representation of the drone 

route planning is a permutation of size n, where 

n is the number of the waypoints to be visited 

exactly once. Each permutation represents one 

solution as shown in Figure 4 as a sequence of 

nodes, where each node represents a waypoint 

and its index represents the corresponding order. 

The number of all permutations that represent 

the solution space taking into consideration the 

fixed point of start (ground station) is (n-1)!. 

 

 
Figure 1.The permutation representation of the drone 

route plan problem 

 

 

3.1.2 Neighborhood Solution 

 

The neighborhood of a solution is found 

by performing a move operator which leads to a 

tiny perturbations to the solution S[11]. As the 

drone route plan is represented by a permutation, 

a neighborhood is generated by the swap 

operator between two elements in the solution. 

This is illustrated in Figure 5.  

 

 
Figure 2.Neighbourhood solution generated by swapping 

the order of two waypoints 

3.1.3 Objective function 

 

The objective function is used to define 

the goal to be achieved by the SA. The goal of 

the problem in-hands is looking for the shortest 

route plan for a drone such that it visits each 

waypoint exactly once. As previously 

mentioned, this is similar to the TSP and has a 

similar objective function which is shown below:                          

𝑓 𝜋 = 𝑀𝑖𝑛  𝑑𝜋 𝑖 𝜋 𝑖+1 +  𝑑𝜋 𝑛 𝜋 1 
𝑛−1
𝑖=1 (1) 

 

where: 

-𝜋 is a permutation representing a tour of the 

drone; 

- n is the number of waypoints. 

 

3.2 Sequential simulated annealing 

 

As previously mentioned, the SA, like 

other single-solution based metaheuristics, 

includes two main steps. The first step is to 

generate the initial solution, which is constructed 

by using a greedy heuristic, such as the nearest 

neighbor algorithm or randomly. In the design of 

the sequential algorithm of this research, the 

random method is used because the greedy 

heuristics produces a solution in local optimum, 

which may not be able to provide an improved 

local optimum solution at the end[11]. 

The second step, which is the solution 

improvement, the design uses the swap operator 

between two points to generate a neighbor 

solution from the current solution. 

In fact, the SA algorithm imitates the process of 

the solid hardening, which depends on the initial 

temperature value and the cooling rate. 

Therefore, the SA implementation consists of 

two main loops to provide a suitable solution. 

The outer loop, known as the cooling loop, is 

responsible for managing the temperature value. 

On the other hand, the inner loop, known as the 
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equilibrium state loop, is responsible for 

constructing a neighbor solution from the current 

one, evaluating it, and computing the probability 

of the acceptance using the following formula: 

 

     e (− Δ/T)(2) 

where: 

- Δ is the difference between the cost of the 

old and the new solution; 

- T is the current temperature  

Accordingly, the main parameters that are to 

be defined during SA implementation are the 

initial temperature, the cooling rate, and the 

stopping condition. The latter might be the 

minimum temperature or a specific number of 

iterations. In this research, the stopping 

condition is taken based on a minimum 

temperature. The other parameters are 

determined after several experiments[6].  The 

flowchart of the sequential algorithm is shown in 

Figure 3.   

 

3.3Parallel Simulated Annealing 

 

Metaheuristic algorithms are sequential by 

nature; SA is no exception. Consequently, 

parallelizing the SA entails a challenging 

problem [7]. Many approaches are proposed to 

parallelize SA algorithm [12]:   

- Decompose the search space into smaller 

parts, then assign each part to a processor to 

find the minimum cost and share its result 

with other processors.  

- Apply the synchronous approach, where 

each processor uses the same initial solution 

and performs parallel improvements within 

the same temperature. Then at each 

temperature value the best solution is shared 

between the processors to perform parallel 

improvement until the end. Figure 4 

illustrates the synchronous approach. 

- Apply the asynchronous approach, where 

each processor executes SA independently. 

The initial solution may be the same or 

different across the processors. Finally, 

compute a reduce operation to get the best 

solution among them. As illustrated in 

Figure 5.   

The synchronous parallel SA on shared-

memory processor (SMP) is previously studied 

in [13]. In this paper, the asynchronous parallel 

SA Complete Search Space (CSS) is 

investigated. The CSS algorithm starts with 

different initial solutions for the complete 

search space. The idea is illustrated in Figure 5.  

 

3.3.1 Parallel SA approach on cluster 

 

On the other hand, using the approach in 

[14] to implement SA on parallel clusters will 

increase the overhead of communication 

between nodes. This is explained by the fact 

that in synchronous  

 

 
Figure 3.Flow chart of the SA algorithm 
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Figure 4.Synchronous SA parallel approach 

 

 
Figure 5.Asynchronous SA parallel approach 

 

 

 

parallel SA, the processors frequently 

communicate with each other. Shared memory 

processor environment is suitable for such 

solution. However, in parallel clusters, 

communication is needed between processors 

after each inner loop.This is performed through 

message passing on parallel clusters. Message 

passing imposes an overhead on the program; 

and therefore, increases the speedup.  

 

The asynchronous parallel SA CSS is 

therefore suggested to minimize the 

communication overhead.  In this algorithm, 

each cluster node works on the complete search 

space (CSS) as illustrated in Figure 6. In the 

start, several initial solutions are generated and 

distributed over the nodes. Then each node 

applies the sequential SA. However, data 

parallelism is applied.At the end, all nodes send 

the produced route together with the final 

distance. The minimum distance with its 

corresponding route are then selected to be the 

best route plan. 

 

 

3.4 Handling the Drone Energy Constraints  

 

After generating the route plan using SA 

algorithm at the ground station, the route is 

evaluated in terms of the energy required to 

complete the planned mission. If the energy level 

is above a predefined threshold, then the drone is 

emitted according to the planned route. 

Otherwise, the mission is divided into multiple 

journeys. The drone is re-charged after the end 

of each trip, before starting a new one. 

 

 

 

 
Figure 6.Flowchart of asynchronous parallel SA for 

complete search space approach 

 

In fact, the drone’s energy is expressed in 

terms of its enduring lifetime L. Therefore, the 

time T 

needed to travel the final distance D, as planned 

by the SA, is calculated as follows: 

 

T = D / S                   (3) 

 

where: 

- T is the time required to make the complete 

calculated tour, including the return trip to 

the ground station; 

- D is the final distance as calculated by the 

SA algorithm; 

- S is the drone’s speed as specified in its 

hardware specifications 
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If the calculated time T is less than the 

drone’s enduring lifetime L, then the drone is 

safely launched. Otherwise, the journey is 

broken into multiple trips. Figure 7 illustrates the 

previously mentioned steps.Therefore, the 

applied predefined threshold is the enduring 

lifetime of the emitted drone.  

 

 
Figure 7. Checking drone’s energy 

 

4 EXPERIMENTAL RESULTS 

 

This section details the methodology 

used in the conducted experiments. In addition, 

the obtained results are discussed, analyzed, and 

represented graphically. The first subsection 

reveals the deployed environment in terms of 

software and hardware specifications. Subsection 

4.2 explains the performance metrics used to 

measure the effectiveness of the developed 

algorithm. Subsection 4.3 details the general 

methodology used to collect the figures of the 

experiments. Finally, subsection 4.4 details the 

results of both the sequential and parallel CSS 

algorithm.  

 

 

4.1 Software and Hardware Specification 
 

This research is implemented on KACT’s 

Saudi supercomputer SANAM. KACST is King 

Abdel-Aziz City for Science and Technology in 

Riyadh, Kingdom of Saudi Arabia. 

SANAMincludes Intel Xeon E5−2650 CPUs, 

with 12 cores. The access to SANAM is 

available through a group of interactive login 

nodes, which are connected to KACST network 

and Internet [14, 15]. The program is coded 

under Linux Ubuntu 16, with JAVA using the 

pj2 library for threads management [7], and 

NetBeans as programming tool. In addition, 

Simple Linux Utility for Resource Management 

(SLURM)is used for Linux clusters management 

in SANAM. SLURM performs three main tasks: 

First, it is responsible for nodes allocation, 

management, execution, and monitoring 

reserved nodes. Second, it manages waiting 

work queues and  finally, resolves conflicting 

resource orders [16].  

In this research, ten nodes are used. This is the 

maximum allowed by KACST to the external 

users. 

 

4.2 Performance Measurements 

 

The main objectives of this research are 

to minimize the execution time, increase 

resources utilization, and increase scalability.  In 

addition, the final distance is to be minimized. 

Therefore, speedup, efficiency, scalability, and 

final distance are used to evaluate the 

performance of the parallel program [7]. 

 

 

4.2.1 Speed up: 

 

Speed up is used to measure the extent of 

the time reduction gained from the parallel 

implementation as compared to its sequential 

counterpart. The gained speed up is calculated as 

the ratio of the execution time of the sequential 

program Tseq to that of the parallel program 

Tpar[7]:  

 

Speed up =
Tseq

Epar
 (4)         

 

4.2.2 Efficiency 

 

The efficiency (E) is used to measure 

how a program is close to the ideal speed up. In 

other words, it indicates the effectiveness of the 

parallel program to use the available resources. 

The ideal program efficiency is equal to 1. 

However, the actual efficiency is between 0 and 

1. As the efficiency is closer to 1, as the program 

is making better use of the available hardware 

resources. Efficiency is computed as the ratio of 

the actual speed up of the parallel program Tpar 

to the number of processors K that are used to 
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run the parallel program. This is expressed in the 

following formula[7]: 

Efficiency =
Tpar

K
      (5) 

 

4.2.3 Scalability 

 

Scalability is the ability of a program to 

adapt to the increasing amount of problem size. 

In order to measure the scalability of a parallel 

program, the sequential version is run multiple 

times; each time the problem size is increased. 

When the program crashes, and cannot hold any 

more the given problem size, the last recorded 

size is taken. This is Nseq. The same experiment 

is repeated with the parallel version to get Npar. 

The scalability is therefore calculated according 

to the following formula [7]: 

 

Scalability =
Npar

 Nseq
(6) 

 

It is expected that the problem size increases 

with the increase of the number of processors.  

 

 

 

 

4.3 Methodology 

 

The execution time of a parallel program 

is hardly the same when run multiple times 

successively. This is because the operating 

system is conducting its own activities at the 

same time as the program runs. Since these 

activities differ from a run to another, the 

resulting execution time is directly affected. The 

interference of the operating system always 

increases the resulting execution time. Therefore, 

to measure the execution time of a program as 

accurate as possible, it is run multiple times – 

from 7 to 10 times – and the execution time is 

recorded after each run. Then, the minimum of 

these recordings is taken since this represents the 

less interference from the part of the operating 

system.  

 

4.4 Experimental results 

 

The results of both versions of the SA 

algorithm are reported in the following 

subsections. The parallel platform is an SMP; 

with a number of threads ranging from 2 to 8. A 

set of experiments is conducted according to the 

previously detailed methodology detailed with 

the aim of measuring the three main performance 

metrics: speedup, efficiency, and scalability in 

addition to the quality of the solution. These are 

exposed in the following subsections. 

 

 

 

4.4.1 Speedup 

 

The first set of experiments aims to 

explore the impact of the number of waypoints 

on the execution time. Therefore, the program is 

run multiple times with various number of 

waypoints; namely, 50, 100, 150, and 200. The 

experiment is done only for these four problems 

sizes as the increments in the execution time is 

linear.  

Table 1 shows the minimum execution time for 

the sequential, SMP -as performed in [14]-, and 

CSS. Note that all the parameters of SA; namely, 

initial temperature, the cooling rate, and the 

stopping condition, are fixed. Worth to mention, 

the parameters are chosen after several 

experiments to ensure the quality of the final 

solution. Figure 8 shows the impact of the 

number of waypoints on the execution time. 
 

 

 

 
Figure 8. Relationship of Execution Time with Number of 

Waypoints 

 

As seen in the graph depicted in Figure8, 

the execution time of sequential and parallel SA 

versions is proportional to the problem size. It is 

noted that the execution time of the parallel 

cluster CSS is the highest when compared to the 

sequential and SMP. This is due to the fact that 

in CSS, each node works on the complete search 

space. In addition,several initial solutions are to 
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be produced and propagated to all nodes at the 

beginning of the program. Therefore, the 

communication between the nodes imposes an 

overhead on the execution time.  

On the other hand, the execution time of 

the parallel SMP is the best. This is explained to 

the lack of communication overhead, since data 

is shared in the main memory.   

 

The gained speedup is calculated from the values 

recorded in Table 1 according to formula 4The 

results are depicted in Figure 9. The highest 

speedup is achieved by the SMP version; it is 

equal to 6.81for 200 waypoints as compared to a 

speedup of 0.57 for the CSS.  

 

 
Figure 9.Relationship between Speedupand Number of 

Waypoints 

 

 

4.4.2Efficiency Measurement  

 

The efficiency is calculated for both SMP 

and CSS versions according to formula 5The 

results are displayed in Table 2. The 

corresponding graph is depicted in Figure 10. It 

is noticed that the efficiency is the best with 

parallel SMP where all threads in the nodes are 

utilized.  

 

Although the efficiency is equal to 1 for 

the sequential program, but this does not imply 

that the program makes full use of the available 

hardware resources. However, the actual speed 

of the sequential program and the number of 

cores are both equal to one.  

 

 
Figure 10.Relationship of Efficiencywith Number of 

Waypoints for SMP and CSS 

 

 

4.4.3Scalability Measurement 

 

 Here, the largest number of waypoints 

that can be handled by each parallel SA version 

is divided by that handled by the sequential 

program. The results are reported in Table 3, 

with calculations deduced from formula 6Again, 

the scalability in parallel SMP is too much better 

than that of the CSS. This is explained by the 

fact that all threads in the node are utilized in 

SMP. Thus, increasing the ability to handle 

larger problem sizes than sequential and parallel 

CSS.  Moreover, the parallel CSS does not 

provide any improvement on the sequential SA.   

 

4.4.4The quality of the route plan 

 

The final distance values are depicted in 

Table 1 with various SA algorithm versions and 

waypoints. The corresponding graph is shown in 

Figure 11. It is noticed that the quality of the 

route plan is the best with the SMP SA version 

as compared to the other program versions. 

However, the CSS SA produces very close 

distances as compared to the SMP SA. On the 

other hand, it gives better distance than the 

sequential. This is because the CSS SA uses 

more nodes working on different initial 

solutions; thus, increasing the chance of 

improving the distance. 

 

5CONCLUSION AND FUTURE WORK 

 

This research targets for generating a 

minimum route plan distance for a single drone 

emitted by a military organism for image 

acquisition. The area in concern may be a 

sensitive site, a defense  
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Figure 11. Quality of the final distance on parallel SA 

 

 

and/or attack war front, or an enemy’s territory. 

Therefore, the route path should be completed in 

the least amount of time.  

The SA algorithm is implemented to 

solve this problem, which is analogous to the 

TSP. Since metaheuristics require an extensively 

long time for execution, parallel computing is 

deployed to accelerate the SA algorithm.  

Therefore, several parallel versions of the SA are 

developed. First, the parallel SA is previously 

developed [14]. In this paper, another parallel 

version is implemented on SANAM 

supercomputer. Ten nodes are used to implement 

the program using Java programming language 

under Linux on SANAM supercomputer.  

The two parallel versions are compared in terms 

of speedup, efficiency, scalability, and the final 

distance.  

The reported results prove that the 

synchronized parallel SA on SMP outperforms 

the CSS for all number of waypoints in terms of 

gained speedup, efficiency, and scalability. On 

the other hand, the CSS outperforms the SMP 

SA in terms of quality of solution.  

In the future, more methods to parallelize 

SA are to be investigated. 
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Table 1Relationship between the execution time and number of waypoints with the corresponding output distance 

 

#waypoints 
Sa 

algorithm 

version 

Execution 

time (s) 
Distance 

50 

Sequential  1.1711 1762 

Parallel 

cluster CSS 
2.113 1483 

Parallel 

SMP 
0.561 1389 

100 

Sequential  3.276 3110 

Parallel 

cluster CSS 
3.644 2610 

Parallel 

SMP 
0.651 2162 

150 

 

Sequential  4.741 4880 

Parallel 

cluster CSS 
5.059 3733 

Parallel 

SMP 
0.753 3487 

200 

 

Sequential  6.072 4976 

Parallel 

cluster CSS 
6.544 4439 

Parallel 

SMP 
0.891 4320 

 

 
Table 2Efficiency of sequential, SMP, and CSS versions 

 

#way

point

s 

Sa algorithm 

version 

Executi

on time 

(s) 

Speed

up 

Efficien

cy 

50 

Sequential  1.1711 1 1 

Parallel 

cluster CSS 
2.113 0.55 0.055 

Parallel SMP 0.561 2.09 0.17 

100 

Sequential  3.276 1 1 

Parallel 

cluster CSS 
3.644 0.9 0.09 

Parallel SMP 0.651 5.03 0.42 

150 

 

Sequential  4.741 1 1 

Parallel 

cluster CSS 
5.059 0.94 0.09  

Parallel SMP 0.753 6.3 0.52 

200 

 

Sequential  6.072 1 1 

Parallel 

cluster CSS 
6.544 0.93 0.093 

Parallel SMP 0.891 6.81 0.57 
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Table 3 Measure scalability of parallel SA 

 
SA algorithm 

version 
Size up Scalability   

Sequential  3100 -- 

Parallel cluster CSS 3000 0.97 

Parallel SMP 23000 7.4 
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ABSTRACT 
 
The IoT network is a decentralized type of network 

which can sense information and transmit the 

information to a base station. Due to small size of 

the sensor nodes, energy consumption and security 

is seen as the major challenge to the IoT network. 

The LEACH is the energy efficient protocol which 

can divide the whole network into fixed size 

clusters. In each cluster, the cluster heads are 

selected, to transmit data to base station. The cluster 

heads are selected in the network based on the 

energy of each node and distance from sensor node 

to base station. The energy of the sensor node is 

dissipated when each node receives or transmits data 

to the base station. The energy is also consumed 

when the sensor nodes aggregate data to cluster 

head. In this paper, we analyze existing research 

works in IoT system and proposed security 

approaches. In the literature, we have studied that 

many related challenges have been discovered and 

work on, but they are still open challenges to these 

different approaches and techniques. The paper 

highlights various security challenges of IoT and 

contributions from researcher. 

 
KEYWORDS 

 
Internet of Things (IoT); LEACH Protocol; IoT 

Revolution; Challenges; IoT direction 
 
1 INTRODUCTION 

 
The application of the IoT is widely used in many 

applications due to large growth of mobile devices, 

embedded and wireless network communication, 

cloud computing and data analytics. Large numbers 

of devices are connected over public or private 

 

 
Internet Protocol Networks with the help of billions 

of objects that can sense, communicate and share 

information [1]. The combination of communication 

capabilities which are given by the data transmission 

is given by these lines present. RFID is known to be 

the main object within the IoT. The building of 

global infrastructure for RFID tags which is known 

to be a wireless layer seen on the top of Internet. The 

communication is made amongst network of 

interconnected objects and the interconnected 

computers. There are different Internet Protocol (IP) 

location for the objects in some instance. These 

objects are embedded within the complex systems. 

The IoT devices perform various functions, devices 

with sensors are used for example to gather 

information related to temperature, and other aspects 

present in the surroundings [2]. The sensors can 

interact to each other to transfer the gathered 

information and provide further processing as per 

the requirements of the current applications. There is 

no standard IoT architecture suggested by any 

researcher. Everyone has their own perception and 

have suggested their own architecture for IoT, It has 

three layers: perception layer, transportation layer 

and application layer, as shown in figure 1. There is 

communication between each layer as shown in the 

figure below: 

 
Figure 1:  Layers in IoT Architecture  

 
 

Application Layer (A) 

(Middleware, M2M, cloud computing platform, 

service 

Support platform, data storage platforms)  
 
Transportation Layer (T) (Wireless networks, ad hoc 

networks, 3G networks, 6LowPAN, LAN)  
 

 

Perception Layer (P) 

(RFIDs, sensors, WSN, RSN, NFC) 
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1.1 Perception layer 
 

The perception layer is the layer which deals 

with the physical aspects which is mainly 

consists of sensors, controllers or RFIDs. Nodes 

have been utilized for data acquisition and data 

control [3]. With the help of Wireless Sensor 

Networks (WSN), Radio Sensor Networks 

(RSN) or Near Field Communications (NFC), 

all the nodes are connected internally with the 

sensor network. 
 
Figure 2. Perception layer description 

----------------------------------------------------------  
 
 
 
 

 

---------------------------------------------------------- 

1.2 Transportation layer 
 

The transportation layer is the layer by which 

remote and heterogeneous sensor networks 

relate to the global world [4]. The main function 

of this layer is to ensure the information 

transmission and its storage. It contains the 

wireless networks, ad-hoc networks for data 

access and Ipv4- based Internet, 6LowPAN 

technology for data transmission. 
 
Figure 3. 6LoWPAN Network 

----------------------------------------------------------  
 

Nodes  
Router 

 
 

 
IPv6  

Internet 

 

---------------------------------------------------------- 

1.3 Application layer 
 

The application layer supports all kinds of 

business services and interacts with end user 

 

 

directly. It also includes middleware, M2M, 

cloud computing platform, service support 

platform [5]. All the collected data from the 

transportation layer are processed and analyzed 

by this layer. Various IoT applications are 

supported by this layer such as intelligent 

transportation, smart home, smart healthcare etc. 
 

In the recent year very much, importance is 

given to the Security and privacy as it protects 

the data from any theft. Protection of data is 

very much necessary with the increase in the 

growth of the data nowadays, hence various 

mechanism is invented to minimize the major 

limitation of IoT. Security within these systems 

is always major concerns as there are numerous 

systems involved during the communication 

being held [6]. Thus, the data involved within 

these systems is to be made secure. Various data 

isolation techniques are provided here which 

can help in providing encryption measures 

within the systems. With the application of these 

systems it can be made sure that the data being 

transmitted to the destination reaches there 

without any modifications or stealing of 

important information by the unauthorized 

access [7]. One of other major concerns within 

these systems is the violation of privacy of data 

present in them. To ensure that only the 

authorized users are given access to the private 

information, various algorithms are proposed 

here which can ensure that no unauthorized 

users have access to this information. 
 

1.4 Misdirection Attack in WSN 
 

It is the attack in which packets are routed by 

the attacker to its children to other distant nodes 

but do not transfer to its legitimate parent. The 

main purpose of the intruder is to increase the 

latency by misdirecting the incoming messages 

due to which few packets are prevented from 
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reaching the base station. This layer is mostly 

faced with DoS attacks. The most popular 

Denial of Service Attack is the Misdirection 

attack. It changes the path of the packets to 

create confusion among nodes. Misdirection 

attacks are of different types and can be 

performed in two ways: 

 

Figure 4. Application layer description 

----------------------------------------------------------  
 
 
 
 
 
 
 
 

 

----------------------------------------------------------  
i. Packets forwarded to a node large away from 

the destination: This type of misdirection attack 

is very dangerous as forwarded packets are 

transferred to a sensor node which is far away 

and prevents packets to reach the destination on 

time. It decreases the throughput and increases 

the delay infinitely [8]. 
 

ii. Packets forwarded to a node close to actual 

destination: This attack is less intense as 

compared to previous one because it took long 

route to transfer packets to its destination node. 

Due to which there is increase in delay and 

decrease in throughput. 
 

2 LITERATURE SURVEY 
 

Yogeesh Seralathan, et.al (2018) Stated that all 

the devices in the internet of things are 

controlled and connected with the help of 

internet. Proper security is required on the IoT 

devices to protect the data from any malware 

attacks [9]. Large number of sensitive data is 

processed by the devices due to which the use of 

IoT devices increases widely. To large number 

of botnets, Malware like Mirai is widely used 

 

 

nowadays. This malware has been utilized in 

DDoS attacks as well in which every second up 

to 1.2 Terabytes of networks traffic is generated. 

They performed various experiments, to 

determine compromise done by an IoT device’s 

in case of threat for the security and privacy of 

the data and they provide a case study of an IP 

camera. They also presented the importance of 

securing IoT and provide essential security 

practices for mitigating device exploitation. 
 

Chalee Vorakulpipat, et.al (2018) presented 

the critical issue currently faced by the device’s 

due large utilization of these devices [10]. The 

major issue faced currently is the issue of the 

network security in the devices. The use of 

devices nowadays increased drastically to 

access the corporate networks due to which they 

are prone to the major security risks. It is very 

necessary to use more services as most of the 

people are shifted from personal computers to 

mobile devices that lead to widely utilization of 

the IoT devices. Due to these devices it is easy 

to access more channels for the corporate 

information. The need of the IoT security 

changes according to market needs as services 

of the IoT devices changes from time to time. 

They presented a concern related to IoT 

security, reviews, and challenges faced by the 

devices as well as discussed, the three 

generations of the IoT security. 

 

Jesus Pacheco, et.al (2017) presented a 

framework for the security of IoT for the 

integration of a Smart Water Systems in the IoT, 

in a secure way. There are four layers in this 
 
used framework such as devices, 

communication, service, and application layers. 

They also showed the procedure to use the 

threat model to protect or secure gateway which 

is the necessary part of the 
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communication gateway [11]. The functionality 

of this method is based on the concept that it 

utilizes a profile that is developed to accurately 

and characterizes the normal operations of 

gateway. As per analysis, it is demonstrated that 

proposed approach of ABAIDS can detect both 

known and unknown attacks with high detection 

rates and low false positive alarms. They also 

have insignificant overhead in terms of memory 

and CPU usage. Proposed method protects the 

normal operation of the gateway to provide the 

availability. 
 

Se-Ra Oh, et.al (2017) presented a connected, 

intelligent and context-aware device that works 

collectively known as internet of things (IoT). 

The IoT devices are growing quickly in the 

recent years as it provides the common 

functions of IoT devices that are helpful to all. 

Due to all these advantages, IoT platforms are 

diversified into various platforms such as 

oneM2M, FIWARE and IoTivity [12]. Security 

is the main consideration in the IoT devices as 

they are more vulnerable to attacks and directly 

affect the IoT device in the IoT platform. In the 

interworking process, they are more prone to 

critical influence in all connected IoT platforms. 

The security architecture of the oneM2M was 

discussed in this paper. Therefore, they 

developed an OAuth 2.0-basedoneM2M 

security component to provide authentication 

and authorization which is necessary for the 

security of IoT and for the protection of 

interworking between IoT platforms. 

 

U. M. Mbanaso, et.al(2017) presented a novel 

configurable policy-based pacification and the 

threats and vulnerabilities faced by an IoT 

system were analyzed [13]. This specification 

has been utilized to scale proportionately in 

solving trust, confidentiality and privacy issues 

in 

 

 

Distributed environments. To solve all the 

issues in multiple domains, these devices work 

collectively, and smart entities have to more 

trusted, reliable and secure for the security and 

safety of end-to-end connectivity. A mechanism 

was proposed by author in this paper by which 

all the IoT entities can express their capabilities 

and requirements. For the negotiation of 
 
provable attributes and resources they 

constructed a fine-grained policy mutually. To 

solve the dispute resolution and auditable, they 

provide a mechanism which solve the issues 

such as trust, privacy and confidentiality in a 

unified manner. This method provides a greats 

success in the IoT environments. 
 

Yiqun Zhang, et.al (2018) presented a major 

challenge for the IoT devices to support 

different cryptographic algorithms and standards 

within the physical constraints. Author proposed 

a Recryptor in this paper which is are 

configurable cryptographic processor which 

utilizes its computational capabilities to enhance 

the existing memory of a commercial general-

purpose processor [14]. A 10-transistorbitcell 

supports, in-memory bit line computing for the 

support of different bitwise operations up to 
 
512-bits wide. The high-throughput computing 

capabilities near memory are provided by the 

custom-designed shifter, rotator, and S-box 

modules as they are located near the memory. 

The programmability of the Recryptor’s was 

demonstrated by implementing the 

cryptographic primitives of various public/secret 

key cryptographies and hash functions. 6.8% 

average speedup and 12.8% average energy was 

achieved by Recryptor running at 28.8 MHz in 

0.7 V as compared to software- and hardware. 
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Ibrahim R. Waz, et.al (2017) showed various 

IoT security items and methods to achieve 

requirements of these items in a constrained 

environment, they provide security at every 

stage such as device, transmission of data, data 

on reset, service, and user [15]. To deal with 

different IoT platforms all the items are 

combined in one stack due to which integrity 

between the items establish. This integration 

assures the continuity of security from one stage 

to another stage. With the help of middleware to 

the user and vice versa, full data from the IoT 

device are traced. 
 

Israr Ahmed1, et.al (2017) elaborated on the 

significant effects of Internet of Things in our 

day to day life. They are widely used in the 

homes, hospitals and installed outside to control 

and report all the changes occur in the 

environment. It is considered as the system 

which is widely used in the physical and, virtual 

world and with their associated things. The 

Internet of Things is widely utilized in almost 

every field such as billions of devices, 

individuals and administrations used this 

technology for the protection and extraction of 

the useful information. For the identification of 

each object, an ID is assigned as a proof [16]. In 

the upcoming years, all the devices will relate to 

a smart device which will be controlled by a 

handheld device for the processing. The major 
 

 

3 TABLE OF COMPARISON 

 

 

issue in the IoT is the protection and security as 

most of the IoT devices are battery operated and 

requires less power consumption. In the security 

and protection real concern of the IoT is the 

Identification, Authentication and device 

diversity. Therefore, all the critical issue, related 

to privacy and safety was discussed in this 

paper. 
 

Zhen Ling, et.al (2017) showed an end-to-end 

view of IoT security and privacy in this paper 

which is the fundamental requirement of the any 

device. At first, they presented the end-to-end 

view of an IoT system to guide the risk 

assessment and design of an IoT system. In 

related to security and privacy, they evaluated 

the 10 basic IoT functionalities [17]. Based on 

this they presented, the requirement of the 

security and privacy in terms of IoT system, 

software, and networking and big data analytics 

in the cloud. Second, they presented a 

vulnerability analysis of the Edimax IP camera 

system, by utilizing end-to-end view of IoT 

security and privacy. This system is firstly 

represented in this paper which identifies 

various attacks by which all the cameras are 
 
controlled by the manufacturer. As per 

preformed experiments, it is demonstrated that it 

is necessary to raise alarms against the IoT 

manufacturers due to discovered attacks. 

 

Table 1:  Comparison of contributions and techniques used by different authors to solve IoT security challenges. 
 

Authors’ Names Year Description Outcomes   

Yogeesh 2018 To large number of botnets, Malware They performed various 
Seralathan,Tae  like Mirai is widely used nowadays. experiments, to determine 

(Tom) Oh, Suyash  This malware has been utilized in compromise done by an IoT 

Jadhav, Jonathan  DDoS attacks as well in which every device’s in case of threat for the 

Myers, Jaehoon  second   up   to   1.2   Terabytes   of security and privacy of the data 
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Jeong, Young Ho  networks traffic is generated.  and they provide a case study of 

Kim, and Jeong     an IP camera.     

Neyo Kim               

Chalee    2018 The major issue faced currently is the They presented a concern 

Vorakulpipat,   issue of the network security in the related to IoT security, reviews, 

Ekkachan    devices. The use of devices nowadays and challenges faced by the 

Rattanalerdnusorn,  increased drastically to access the devices as well as discussed, the 

Phithak     corporate networks due to which they three generations of the IoT 

Thaenkaew, Hoang  are prone to the major security risks. security.       

Dang Hai               

Jesus Pacheco, 2017 They presented a methodology for Proposed method protects the 

Daniela  Ibarra,  the development of a threat model normal operation of the 

Ashamsa Vijay,  and this model has been utilized for gateway  to provide the 

Salim Hariri    the identification of the potential availability.      

     attacks   against   each   layer, their         

     effects of the devices and methods to         

     mitigate and recover from these         

     attacks.           

Se-Ra  Oh,  Young- 2017 In the interworking process, they are They developed an OAuth 2.0- 
Gab Kim    more prone to critical influence in all basedoneM2M   security 

     connected    IoT platforms. The component  to  provide 

     security architecture of the oneM2M authentication and authorization 

     was discussed in this paper.  which is necessary for the 

        security of IoT and for the 

        protection  of interworking 

        between IoT platforms.   

U. M. Mbanaso, G. 2017 A   mechanism   was   proposed   by To solve the dispute resolution 
A. Chukwudebe   author in this paper by which all the and auditable, they provide a 

     IoT   entities   can   express   their mechanism which solve the 

     capabilities and requirements. For the issues such as trust, privacy and 

     negotiation of provable attributes and confidentiality in a unified 

     resources they constructed a fine- manner. This method provides a 

     grained policy mutually.  greats   success   in   the   IoT 

        environments.     

Yiqun Zhang, Li 2018 Author proposed a Recryptor in this The programmability of the 
Xu,   Qing Dong,  paper   which   is   are configurable Recryptor’s was demonstrated 

Jingcheng Wang,  cryptographic processor which by implementing  the 

David Blaauw, and  utilizes its computational capabilities cryptographic primitives of 

Dennis Sylvester   to enhance the existing memory of a various public/secret  key 

     commercial general-purpose cryptographies and  hash 

     processor   functions.  6.8%  average 

        speedup and 12.8% average 

        energy was achieved by 

        Recryptor running at 28.8 MHz 

        in   0.7   V   as   compared   to 

        software- and hardware.   
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Ibrahim  R. 2017 To deal with different IoT platforms This   integration assures   the 

Waz,Mohamed Ali  all the items are combined in one continuity of security from one 

Sobh,  Ayman M.  stack due to which integrity between stage to another stage. With the 

Bahaa-Eldin    the items establish.  help   of   middleware   to   the 

       user and vice versa, full data 

       from the IoT device are traced. 

Israr Ahmed, Saleel 2017 In the security and protection real Therefore, all the critical issue, 

A.P, Babak  concern    of    the    IoT    is    the related to privacy and safety 

Beheshti, Zahoor  Identification, Authentication and was discussed in this paper. 

Ali   Khan, Imtiaz  device diversity.      

Ahmad          

Zhen Ling, 2017 At first, they presented the end-to-end As per preformed experiments, 

Kaizheng  Liu,  view of an IoT system to guide the it is demonstrated that it is 

Yiling Xu, Yier Jin,  risk assessment and design of an IoT necessary to raise   alarms 

Xinwen Fu    system.  Second, they presented a against the IoT manufacturers 

    vulnerability analysis of the Edimax due to discovered attacks. 

    IP camera system, by utilizing end-    

    to-end view of IoT security and    

    privacy.      
 

 

4 CONCLUSIONS 
 

In this paper, we have showed that IoT is a 

decentralized type of network were sensor nodes 

aggregate data to base the station. From the 

above study, the self-configuring nature of the 

network security in IoT, it is also shown that 

energy consumption is a major challenge. The 

various issues related to IoT is highlighted and 

the solutions from proposed techniques are 

described in the contributions by various 

researchers as reviewed. We have compared the 

contributions to give a better understanding of 

the present and the future of the IoT system. 
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