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ABSTRACT 
 

In this paper, we provide a practical review with 

numerical example and complexity analysis for greatest 

common divisor (GCD) and Least Common Multiple 

(LCM) algorithms that are commonly used in the 

computing coprocessors design such as Cryptoprocessor 

design. The paper discusses four common GCD 

algorithms: Dijkstra’s algorithm, Euclidian algorithm, 

Binary GCD algorithm, Lehmer's algorithm, and two 

LCM algorithms: LCM based Prime Factorizations 

algorithm and LCM based GCD reduction. It was found 

that Lehmer's algorithm can be used efficiently to 

compute GCD and LCM with time complexity of 

𝑶(
𝒏

𝒍𝒐𝒈(𝒏)
) which enhances the linear time (𝑶 (𝒏)) 

complexity of well-known Euclidian algorithm. 

 

KEYWORDS 
 

Greatest Common Divisor (GCD), Dijkstra’s GCD, 

Euclidian GCD, Binary GCD, Lehmer's GCD, Least 

Common Multiple (LCM). 

 

1 INTRODUCTION 

Recently, the vast promotion in the field of 

information and communication technology (ICT) 

such as grid and fog computing has increased the 

inclination of having secret data sharing over the 

existing non-secure communication networks. This 

encouraged the researches to propose different 

solutions to ensure the safe access and store of 

private and sensitive data by employing different 

cryptographic algorithms especially the public key 

algorithms [1] which proved robust security 

resistance against most of the attacks   and security 

halls. Public key cryptography is significantly based 

on the use of number theory and digital arithmetic 

algorithms. 

Number theory [2] concerned with elementary 

arithmetic algorithms over the set of positive 

integers (i.e. natural numbers) such as divisibility, 

primes, congruence, GCD and others. It has rapidly 

grown in recent years in practical importance 

through its use in areas such as coding theory, 

cryptography and statistical mechanics. 

GCD and LCM operations [2] are both essential 

elementary number theory algorithms that are 

commonly used in the design of many public key 

crytoprocessors such as RSA cryptosystem [3] and 

Schmidt-Samoa cryptosystem [4]. The good 

utilization of enhanced implementations of 

GCD/LCM will contribute in the overall cost 

enhancement for the coprocessor. 

Recently, several solutions were proposed for 

speeding up GCD/LCM algorithms while few of 

them were efficient. For instance, Q. A. Al-Haija, 

M. Al-Ja'fari and M. Smadi [6] targeted Altera 

Cyclone IV FPGA family to design an efficient 

GCD (Greatest Common Divisor) coprocessor 

based on Euclid's method with variable datapath 

sizes. They tested their design using seven FPGA 

chip technologies in terms of maximum frequency 

and critical path delay of the coprocessor. As a 

result, they recorded the best values of maximum 

frequencies of 243.934 MHz down to 39.94 MHz 

for 32 bits and 1024-bit datapath, respectively. 

Theoretically, J. Sorenson [10] provided an analysis 

of Lehmer’s Euclidean GCD algorithm and a 

modified version that is faster than Euclid’s 

algorithm roughly by a factor of k, where k is the 

number of bits in the multi-precision base of the 

algorithm. Also, another Euclid’s based GCD 

algorithm is the parallel Lehmer-Euclid GCD 

algorithm was discussed in [11]. For long integers, 

Jebelean, T [12] proposed a Double-Digit-Lehmer-
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Euclid’s algorithm to speed up the computation of 

finding the GCD for long integers.  

In a related work, a generalization of the binary 

algorithm for GCD computing were proposed in 

[13] where the authors used the concept of modular 

conjugate to find the GCD of multi-precision 

integers that is faster than Lehmer-Euclid method by 

a factor of two. Accordingly, this new method was 

suitable for systolic parallelization and in “least-

significant digit first” pipelined manners. 

Moreover, Wang, P.S [14] discussed an enhanced 

EZ-GCD algorithm with it implementation aspects. 

His algorithm was fast and particularly suited for 

computing GCD of multivariate polynomials. 

Similarly, other three algorithms for multivariate 

polynomial GCD were discussed in [15]. 

Furthermore, an execution time comparison 

between three different GCD algorithms (namely: 

Euclidean, binary, plus-minus) was analyzed by T. 

Jebelean [16]. These algorithms are the known ones. 

In addition, the author [16] proposed new 

improvement of Lehmer’s GCD and generalization 

of binary algorithm which resulted in enhancement 

computing speed of GCD operation. 

Finally, S.M. Sedjelmaci presented new 

parallelization of the extended Euclidean GCD 

algorithm that match the best existing integer GCD 

algorithms since it can be achieved in parallel O/sub 

eps/ (n/log n) using only n/sup 1+eps/ processors on 

a Priority CRCW PRAM, for any constant eps>0.   

In this paper, we will review and summarize four 

efficient algorithms to compute GCD/LCM of two 

positive integers. The remaining of this paper is 

organized as follows: Section 2 discusses the 

different GCD algorithms with numerical examples 

and flowcharts. Section 3 provides the review of 

LCM algorithms with numerical examples and 

flowcharts. Finally, Section 4 concludes the paper. 

 

2 GREATEST COMMON DIVISOR (GCD) 

 

GCD is well known elementary number theory 

algorithm that is defined as the largest positive 

integer number that can divide two non-negative 

integer numbers without reminder. The very basic 

method to calculate GCD is using prime 

factorization method (PF-GCD).  

PF-GCD method depends on fact that each number 

can uniquely written as a product of prime numbers 

raised to different powers. Then, to find the GCD, 

take only the smallest power of common primes 

factors of the two numbers. An example of the 

algorithm is shown below:   

576 = 2632, 135 = 335 GCD (576, 135) = 32 = 9 

However, more efficient algorithms have been 

proposed to compute GCD such as Dijkstra’s 

algorithm, Euclidian's algorithm, Binary algorithm 

and Lehmer's algorithm. 

 

2.1 Dijkstra’s Algorithm 

 

Dijkstra’s algorithm [5] depends on the idea that if: 

𝑚|𝑑 and 𝑛|𝑑 then (𝑚 − 𝑛) |𝑑 with no reminder, as 

a result we can see:  If m > n, 𝐺𝐶𝐷 (𝑚, 𝑛) is the 

same as 𝐺𝐶𝐷 (𝑚 − 𝑛, 𝑛). The flowchart of this 

algorithm is shown in Figure 1. 
 

Compare m, n;
m, n > 0 

gcd(m,m) = m

gcd(m,n) = gcd(m-n,n)

Exchange m, n

n = m

m > n

m < n

 

Figure 1.  Dijkstra’s Algorithm 

An example of the algorithm is shown below: 

GCD (36, 44) = GCD (36, 8) = GCD (28, 8) = 

GCD (20, 8) = GCD (12, 8) = GCD (4, 8) = GCD 

(4, 4) = 4 

 GCD (36, 44) = 4; 

 

2.2 Euclidian Algorithm 

 

Euclidian algorithm [6] is simple well-known 

iterative method to calculate GCD. Suppose a and b 

are both integer numbers and 𝑎 >  𝑏, if not 

exchange between a and b. The algorithm divide a 
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by b and find the reminder. If the reminder is equal 

to Zero then 𝐺𝐶𝐷 (𝑎, 𝑏)  = a. If not, then divide b 

by the reminder and find the new reminder. 

Continue this procedure until the reminder reach 

zero, the 𝐺𝐶𝐷 (𝑎, 𝑏) is the final reminder. The 

flowchart of this algorithm is shown in Figure 2. 

From the figure, we can see that the complexity of 

Euclidian algorithm depends on 𝑛 =  (𝑎 + 𝑏). The 

number of steps can be linear, for e.g. GCD (𝑥, 1), 

so the time complexity is 𝑂(𝑛). 
 

Divide a by b:
a= q.b + r

r = 0 gcd(a, b) = b
a = b
b = r

No Yes

Input: a , b;
a > b

 

Figure 2.  Euclidian Algorithm 

An example of the algorithm is shown below: 

GCD (24, 16):  24 = 1 × 16 + 8 ; 8 ≠ 0 

 16 = 2 × 8 + 0 
Since r = 0  GCD (24, 16) = 8 

 

2.3 Binary GCD 
 

Binary GCD algorithm [7] replaces the division 

operations by arithmetic shifts, comparisons, and 

subtraction depending on the fact that dividing 

binary numbers by its base 2 is equivalent to the 

right shift operation. This algorithm is also known 

as Stein’s algorithm which is illustrated in figure 3. 

The algorithm depends on the following facts: 

1. If both a & b are 0, then GCD is zero: 

𝐺𝐶𝐷 (0, 0)  =  0. 

2. 𝐺𝐶𝐷 (𝑎, 0)  =  𝑎 & 𝐺𝐶𝐷 (0, 𝑏)  =  𝑏 because 

everything divides 0. 

3. If a & b are both even, 𝐺𝐶𝐷 (𝑎, 𝑏)  =  2 ∗
𝐺𝐶𝐷 (𝑎/2, 𝑏/2) because 2 is a common 

divisor. Multiplication with 2 can be done with 

bitwise shift operator. 

4. If a is even & b is odd, 𝐺𝐶𝐷 (𝑎, 𝑏)  =
 𝐺𝐶𝐷 (𝑎/2, 𝑏). Similarly, if a is odd & b is 

even, then GCD (𝑎, 𝑏)  =  𝐺𝐶𝐷 (𝑎, 𝑏/2). It is 

because 2 is not a common divisor. 

5. If both a & b are odd, then 𝐺𝐶𝐷 (𝑎, 𝑏)  =
 𝐺𝐶𝐷 (|𝑎 − 𝑏|/2, 𝑏) where b is min (a, b). Note 

that difference of two odd numbers is even 

6. Then to complete the algorithm repeat steps 3–

5 until a = b, or until a = 0. In either case, 

𝐺𝐶𝐷(𝑎, 𝑏) =  2𝑘. 𝑏, where k is the number of 

common factors of 2 found in step 3. 

 

a = 0 
Or 

b = 0

a = b

NO 

gcd (0, b) = b
gcd (a, 0) = a

gcd (a, b) = 2k.b

Yes

Yes

Compare (a , b);
a > b

NO

gcd (a, b) = 
gcd (a/2, b/2)

Increment K

(a, b) even

gcd (a, b) = 
gcd [|a-b|, min(a, b)]

(a, b) odd

gcd (a, b) = 
gcd (a/2, b)

gcd (a, b) = 
gcd (a, b/2)

b even , a odd a even , b odd

Input a, b 
K = 0 
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Figure 3.  Binary GCD algorithm 

 

The flowchart of this algorithm is shown in fig. 3. 

It’s clearly seen that the complexity of binary 

GCD algorithm depends of the number of bits in 

the larger of the two numbers (𝑛) which grow 

quadratically (𝑂(𝑛2)). 

An example of the algorithm is shown below: 

GCD (16, 12) = GCD (8, 6) = GCD (4, 3) = 

GCD (2, 3) = GCD (1, 3) = GCD (2,1) = GCD 

(1, 1) = GCD (0,1) = 22 = 4 

 

y > b

m = length(x, 
y)/ length (b)

X’ = x div bm-1

Y’ = y div bm-1

A = 1, B = 0
C = 1, D = 1

Y’ + C ≠ 0
X’ + D ≠ 0

q = (X’+A)/(Y’+C) , q’ = (X’+B)/
(Y’+D)

q = q’

Yes

Yes

B = 0

T = x mod y
x = y
y =T

NO

Yes
t = A – qC

A = C , C = t
t = B – qD

B = D , D = t
t = X’ - qY’

X’ = Y’ , Y’ = t

Yes NO

T = Ax + By
U = Cx + Dy

x = T
y = U

NO

V = gcd (x, y)

NO

Return (V)

Input x, y, b;
x > y

 

Figure 4.  Lehmer's GCD algorithm 

 

2.4 Lehmer's GCD algorithm 

 

When the two numbers of GCD are very long, 

Euclidean algorithm will take longer time to 

compute GCD. However, Lehmer's GCD 

algorithm [8], is a fast GCD algorithm when two 

numbers are very long. The algorithm decreases 

the large numbers to smaller numbers of chosen 

base. The primary advantage of this algorithm is 

the reduction of the two numbers to the chosen 

base b. The “div” function in diagram means: 

   

𝑋′ = 𝑥 𝑑𝑖𝑣 𝑏1−𝑚 =  ⌊
𝑥

𝑏1−𝑚⌋   (1) 
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The function 𝑉 =  𝐺𝐶𝐷 (𝑥, 𝑦) is computed using 

and simpler GCD algorithms such as Euclidian 

Algorithm. The flowchart of this algorithm is 

shown in Figure 4. The cost complexity of 

lehmer's GCD algorithm is approaching faster 

with 𝑂 (𝑛 / 𝑙𝑜𝑔 𝑛). 
 

y > b

m = length(x, 
y)/ length (b)

X’ = x div bm-1

Y’ = y div bm-1

A = 1, B = 0
C = 1, D = 1

Y’ + C ≠ 0
X’ + D ≠ 0

q = (X’+A)/(Y’+C) , q’ = (X’+B)/
(Y’+D)

q = q’

Yes

Yes

B = 0

T = x mod y
x = y
y =T

NO

Yes
t = A – qC

A = C , C = t
t = B – qD

B = D , D = t
t = X’ - qY’

X’ = Y’ , Y’ = t

Yes NO

T = Ax + By
U = Cx + Dy

x = T
y = U

NO

V = gcd (x, y)

NO

Return (V)

Input x, y, b;
x > y

 

Figure 4.  Lehmer's GCD algorithm 

An example of the algorithm is shown below:  

Let: x= 768,454,923 and y= 542,167,814, find 

𝐺𝐶𝐷 (𝑥, 𝑦). Firstly, we use Lehmer’s algorithm to 

reduce x and y to the chosen base b = 103. Now, 

the high-order digit of x and y are x’ = 768 and y’ 

= 542 then run the algorithm as in table 1 and the 

table 2. 

Table 2.  Lehmer's GCD algorithm Example 

x y q q' Reference 

768,454,923 542,167,814 1 1 i 

89,593,596 47,099,917 1 1 ii 

42,493,679 4,606,238 10 8  

4,606,238 1,037,537 5 2  

1,037,537 456,090 5 2  

456,090 125,357 3 3 iii 

34,681 10,657 3 3 iv 

10,657 2,710 5 3  

2,710 2,527 1 0  

2,527 183    

Table 2.  Reference Table 

 x' y' A B C D q q' 

i 

768 542 1 0 0 1 1 1 

542 226 0 1 1 -1 2 2 

226 90 1 -1 -2 3 2 2 

90 46 -2 3 5 -7 1 2 

ii 

89 47 1 0 0 1 1 1 

47 42 0 1 1 -1 1 1 

42 8 1 -1 -1 2 10 5 
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iii 

456 425 1 0 0 1 3 3 

125 81 0 1 1 -3 1 1 

81 44 1 -3 -1 4 1 1 

44 37 -1 4 2 -7 1 1 

37 7 2 -7 -3 11 9 1 

iv 
34 10 1 0 0 1 3 3 

10 4 0 1 1 -3 2 11 

Finally, we get x = 2,527 and y = 183, therefore, 

𝑣 =  𝐺𝐶𝐷 (𝑥, 𝑦)  =  𝐺𝐶𝐷 (2,527, 183) which 

can be calculated easily using Euclidian’s 

algorithm. 

 

3 LEAST COMMON MULTIPLE (LCM)  

 

LCM is well known elementary number theory 

algorithm that is defined as the smallest multiple 

integer of two numbers. The very basic method to 

calculate LCM is using prime factorization 

method (PF-LCM).  

PF-LCM method depends on fact that each 

integer number can uniquely written as a product 

of prime numbers raised to different powers. 

Then, we can calculate LCM by taking all 

common factors with greatest power.  

An example of the algorithm is shown below:   

40 = 235, 26 = 2.13 LCM (40, 26) = 23.5.13 = 

520 

Alternatively, LCM can be efficiently calculated 

by using the GCD reduction method [9]. LCM is 

usually calculated using GCD from the formula: 

𝐿𝐶𝑀 (𝑎, 𝑏) =  
𝑎𝑏

GCD  (𝑎, 𝑏)
= (

𝑎

GCD (𝑎, 𝑏)
) 𝑏 

Where GCD can be calculated using different 

algorithms without need to factor the numbers. 

 

4 CONCLUSIONS 

 

GCD/LCM operations are essential number 

theory algorithms that commonly used as 

underlying operations of many computing 

processors. The efficient utilization of such 

algorithms contributes in the overall leverage of 

system execution. For instance, Lehmer's 

algorithm reduces the large integers to common 

base (b) with fast convergence rate at complexity 

of O (n/log (n)) which make it faster than other 

algorithms. Eventually, Lehmer's algorithm can 

be efficiently implemented (in hardware or 

software) to compute both GCD and LCM 

operations for any two large integer numbers. 
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ABSTRACT 

The goal of the article was to examine the 

relationship between the content of text 

documents published on the Internet and the 

direction of movement of stock prices on the 

Prague Stock Exchange. The relationship was 

modeled by text classification. As data were used 

news articles and discussion posts on Czech 

websites and the value of the PX stock index and 

stock price of company CEZ. Document’s class 

(plus/minus/constant) was determined by the 

relative price change that happened between the 

publication date of a document and the next 

working day. We achieved a high accuracy of 

75% for classification of discussion posts, 

however the classification accuracy for news 

articles was about 60%. We tried both binary 

(documents with constant class were discarded) 

and ternary classification – the former was in all 

cases more successful. 

KEYWORDS 

Text Mining, Classification, Stock Market, 

Machine Learning 

1 INTRODUCTION 

Efficient markets theory (EMT) says that 

investors immediately incorporate all 

available information about given stock into 

its price and therefore the stock price is based 

solely on its fundamental value. However 

empirical observations contradict the EMT, 

because some price movements cannot be 

explained by change of fundamental figures 

[1]. Here comes the Behavioral finance theory 

which says that emotions may deeply 

influence behavior and decision making of 

individuals as well as whole human societies 

[2]. This means that prices on capital markets 

are (more or less) influenced by emotions, 

moods and opinions of market participants 

[3]. These characteristics are difficult to 

obtain, but could be present in text documents 

published on the internet (news articles, social 

media posts, etc.), which express both 

fundamental facts (rationality) and emotions 

and opinions of people (irrationality) [4]. To 

determine if the texts actually contain such 

information and that it is connected with stock 

price, we need to show and quantify a 

connection between texts and stock price 

movements. In other words, examine the 

influence of the (i)rationality of investors on 

stock market. 

2 CURRENTLY USED METHODS 

When trying to model behavior of a stock 

price we can use classification or regression. 

Many studies (e.g. [4]) in this area chose the 

former approach and decided to examine not 

the actual numeric price value, but only 

change of the value – they used direction of 

the change (up, down or constant) as a class. 

We focused on this approach as well, because 

we are not interested in the actual stock price 

value, but only in its change.  

In fact, the problem represents a typical text 

classification task – given a document, 

determine to which class it belongs. For this, 

virtually any supervised learning algorithm 

may be used. However there are two main 

difficulties. Firstly, documents’ classes have 

to be defined in a meaningful and useful way. 

Lee et al. [5] used 1% threshold value for 

determining the direction of a stock price 

change. Secondly, a suitable and effective set 

of features must be chosen. Many studies 

used as features just single words (unigrams) 

in so-called bag-of-words model with 

8

International Journal of New Computer Architectures and their Applications (IJNCAA) 7(1): 8-13

The Society of Digital Information and Wireless Communications, 2017 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)

mailto:jontesek@gmail.com
mailto:pavel.netolicky@gmail.com


satisfactory results [6]. The studies used 

different types of classifiers. Strength of the 

connection between texts and stock prices 

was evaluated by classification metrics (e.g. 

by accuracy) which are based on how many 

times the classifier assigns correct class to the 

given text.  

3 DATA AND METHODOLOGY 

The goal of the work was to examine the 

connection between content of text documents 

published on the Internet and direction of 

stock price movements, by using 

classification. A suitable approach had to be 

taken for working with every aspect of this 

task: handling prices and texts and processing 

the data via classification algorithms. 

3.1 Stock prices 

For the main part of the work, we used the PX 

index which reflects all companies traded on 

the Prague Stock Exchange (BCPP). The data 

were downloaded from the stock exchange’s 

website (https://www.pse.cz). For every 

trading day, we used the closing value of the 

index. We also decided to examine discussion 

posts for one company (CEZ). Because BCPP 

contains data only since 2012, we 

downloaded it from www.akcie.cz. 

3.2 Text data 

The examined text data (documents) were 

downloaded from two sources (see Table 1). 

All documents were written in Czech 

language. 

Table 1. Examined text data. 

Source Documents 

type 

Number 

of doc. 

Period Average 

per day 

Patria.cz News 

articles 

about 

Czech 

stock 

market. 

1 244 9. 2. 16 

to 27. 

5. 17

(15 

mon.) 

2.63 

Akcie.cz Discussion 

posts about 

17 Czech 

companies. 

20 605 14. 3. 

08 to 

27. 5. 

17 (9y.) 

6.13 

Table 2 shows the information available for 

every text document. In subsequent analysis, 

all these fields apart from author were used. 

Table 2. Available characteristics of a document with 

a concrete example of a discussion post regarding 

company CETV. 

Field 

name 

original in Czech translated to 

English 

datetime 
2017-05-18 

11:49:00 

2017-05-18 

11:49:00 

author mmmm mmmm 

title 
Za vodou koncila na 

94. 

Offshore price 

ended on 94. 

text 

ja si myslim ze se 

dostane nekam k 85 

ale nemam kouli 

samozrejme. :)) 

I think that it will 

get to 85, but I 

don’t have crystal 

ball of course. :)) 

For every discussion post (Akcie.cz), it was 

known to which company on the stock 

exchange it belongs. However, for news 

articles (Patria.cz) this information was 

unknown. Moreover, it was found out, that a 

news article usually comments on multiple 

companies. 

3.3 Classification methodology 

We used classification to predict, whether a 

stock price will move up, down or stay 

constant on the basis of document’s text. Each 

price movement represented a class. To obtain 

more diverse and possibly better results, we 

used both two (only up and down) and three 

classes for classification. It was expected that 

the ternary classification would perform 

worse, like mentioned in [7]. We extracted 

documents' features from the text by using the 

bag-of-words model. Every document was 

represented by a vector with values 

corresponding to the assigned weights of the 

words present in the document. For the 

experiments with all discussion posts 

(Akcie.cz) and news articles (Patria) values of 

the PX index were used. For one experiment 

(referred to as “CEZ experiment”) stock 

prices and discussion posts related to only one 

company (CEZ) were used. 

Document class. Assigning a class to a 

document was based on the relative price 
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change between two moments and on the 

threshold value (v) of minimal percentage 

price change. Formally, the percentage price 

return R in time t is: 

Rt = (pt – pt-1) / pt-1, (1) 

where price pt-1 is the closing price of the day 

when the document was published (or the last 

working day) and price pt is close price the 

closing price of next working day. If the price 

return was in the constant interval (–v, +v), 

the document was either discarded from 

further processing (for binary classification) 

or assigned the “constant” class label (for 

ternary classification). If the price return was 

equal to or larger than +v, the document was 

labeled as “plus”, otherwise as “minus”. We 

used 0.25, 0.5 and 1.0% as the threshold 

values. 

Text pre-processing and conversion. The 

text was processed as follows: 

1. Join document title and text into one string.

2. Strip diacritics from text (convert “special”

Czech letters to their ASCII equivalents). 

3. Strip all HTML tags.

4. Lowercase and remove punctuation.

5. Tokenize – get words (using

TreebankWordTokenizer). 

6. Filter words – minimal length of 3 letters,

exclude numbers. 

The edited text had to be converted into a 

structured format. For this, a Python library 

called scikit-learn and its Vectorizer class 

were used. Only words which occurred at 

least 5 times (for discussion posts) and 10 

times (for news articles) in the whole 

document collection were considered. Those 

words were converted to a bag-of-words 

representation using three different weighting 

schemes [8, p. 21–26]: 

• Term Presence (TP): 1 if a term is present in

a document, 0 if not. 

• Term Frequency (TF): how many times is a

term is present in a document. 

• TF-IDF: TF (local weight) multiplied by

IDF (global weight). 

Classification. Converted data were 

processed again by scikit-learn. The data were 

split into training (60%) and testing (40%) 

datasets. Class balancing was not performed. 

Each of the generated vector representations 

was processed by 20 different classifiers (with 

default settings – we did not optimize the 

parameters of the classifiers). The 

performance of a classifier was rated by the 

achieved accuracy (proportion of correctly 

classified instances on all examined instances 

[9, p. 268]) on the test set. 

4 RESULTS AND DISCUSSION 

Three different sets of text data, all discussion 

posts (Akcie.cz), posts related to the CEZ 

company, and news articles (Patria) together 

with information about stock prices were used 

to prepare data for classification. Based on the 

combination of variable experimental 

parameters – the number of classes (2 or 3), 

minimal percentage change (0.25, 0.5 and 

1%) and weighting scheme for the term-

document matrix (TP, TF, TF-IDF) – 54 

different sets were created and subsequently 

processed by 20 classification algorithms.  

In total 1080 classification results were 

obtained. We evaluated the results for each 

data set separately and for each classification 

set, the highest accuracy achieved by any 

combination of vector type and classification 

algorithm was found. Our findings are 

presented in Table 3, Table 4 and Table 5. 

Class 1 means “minus”, class 2 “constant” 

and class 3 “plus”. 
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Table 3. Classification of Akcie.cz discussion posts 

Num. of 

classes 

Percent 

change 

Accuracy Total 

samples 

Class 1 

samples 

Class 2 

samples 

Class 3 

samples 

Num. of 

words 

2 0.25 0.74 16 673 8 169 0 8 504 10 604 

2 0.50 0.76 13 449 6 454 0 6 995 9 181 

2 1.00 0.78 8 170 3 939 0 4 231 6 359 

3 0.25 0.67 20 576 8 169 3 903 8 504 12 337 

3 0.50 0.65 20 576 6 454 7 127 6 995 12 337 

3 1.00 0.79 20 576 3 939 12 406 4 231 12 337 

Table 4. Classification of Patria news articles 

Num. of 

classes 

Percent 

change 

Accuracy Total 

samples 

Class 1 

samples 

Class 2 

samples 

Class 3 

samples 

Num. of 

words 

2 0.25 0.62 874 360 0 514 2 347 

2 0.50 0.59 587 246 0 341 1 788 

2 1.00 0.61 222 100 0 122 872 

3 0.25 0.40 1 244 360 370 514 3 036 

3 0.50 0.52 1 244 246 657 341 3 036 

3 1.00 0.79 1 244 100 1 022 122 3 036 

Table 5. Classification of CEZ discussion posts 

Num. of 

classes 

Percent 

change 

Accuracy Total 

samples 

Class 1 

samples 

Class 2 

samples 

Class 3 

samples 

Num. of 

words 

2 0.25 0.71 6 162 2 929 0 3 233 5 235 

2 0.50 0.72 5 300 2 494 0 2 806 4 601 

2 1.00 0.76 3 935 1 797 0 2 138 3 714 

3 0.25 0.63 7 281 2 929 1 119 3 233 5 923 

3 0.50 0.65 7 281 2 494 1 981 2 806 5 923 

3 1.00 0.80 7 281 1 797 3 346 2 138 5 923 
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If we look at how balanced the datasets are, 

we can say that for 2 classes they are in all 

cases relatively well balanced. For 3 classes, 

there is a clear misbalance. This can be seen 

especially in Table 6 where 82% of samples 

belongs to the constant class. 

If we compare the classification accuracy for 

different datasets, we see that for discussion 

posts it is far higher (+10%) than for news 

articles. Interesting is that the accuracy 

obtained by training a classifier on all 

discussion posts and the PX index (Table 3) is 

higher than when using only posts and prices 

for one company (Table 5).  

The highest accuracy was achieved always for 

3 classes and 1% change. If we consider only 

0.25 and 0.50% changes, accuracy for 2 

classes is always better than for 3 classes. 

Generally, it can be said that the higher the 

percentage change, the higher the accuracy. 

However, this does not hold for Patria news 

articles with 2 classes (Table 4), where is the 

highest accuracy achieved for 0.25% change. 

Table 6.Comparison of avg. accuracies for vector type 

Vector 

type 

Akcie.cz CEZ Patria 

TP 0.67 0.63 0.51 

TF 0.66 0.63 0.51 

TF-IDF 0.67 0.63 0.53 

Table 6 tells us that for discussion posts the 

used vector type was not very important, 

however for news articles the highest 

accuracy was achieved by TF-IDF. 

Table 7. Comparison of avg. accuracies for 

classification algorithms 

Akcie.cz – discussion posts Patria – news articles 

Algorithm Avg.  

acc. 

Algorithm Avg.  

acc. 

ExtraTrees 0.72 LogisticRegression 0.56 

MLP 0.72 CalibratedClassifier 0.56 

RandomForest 0.71 SVC 0.56 

LogisticRegression 0.71 LogisticRegression 0.53 

LinearSVC 0.71 RidgeClassifier 0.53 

Table 7 shows classifiers with the best 

average performance across all experiments. 

For discussion posts “Extremely randomized 

trees” ensemble method was the best, closely 

followed by “Multi-layer Perceptron” neural 

network. However, out of the best five 

algorithms for news articles, only one 

(LogisticRegression) was successful also for 

the posts. This indicates that for each type of 

document different algorithms are suitable. 

5 CONCLUSION 

The goal of the article was to examine the 

relationship between the content of text 

documents published on the Internet and the 

direction of movement of stock prices on the 

Prague Stock Exchange. For this, text 

classification was used. 

The connection was found as demonstrated by 

the achieved classification accuracy. When 

using binary classification (documents with 

constant class were discarded), we achieved 

an accuracy of 75-78% for discussion posts 

and about 60% for news articles. For ternary 

classification, the accuracy was lower (about 

65% and 40-50%). However, for all datasets 

was the accuracy, when using the highest 1% 

threshold for minimal price change, 80 %. 

During the work, we encountered several 

problems. The most notable one was a rather 

small amount of available data – especially 

the news articles.  

It must be noted that the goal was to examine 

if there is a connection between texts and 

stock prices, not to achieve the highest 

possible accuracy for each classification 

algorithm. Because of this, we used only 

default settings (parameters’ values) for the 

algorithms. An optimization of these 

parameters might bring us a few percent 

higher accuracy. 

There are many options for further research in 

this area: use clustering/topic models (e. g. 

LDA) to find document classes based on their 

content; use bigrams or tri-grams as features; 

take into account the importance (popularity) 

of the document, use more values for minimal 

price change and also other time interval 

(more or less than 1 day). 
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Abstract —This paper deals multi-sensor data fusion problem 

for mobile robot localization. In this context, we have used data 

fusion sensors: encoders and ultrasonic sensor. To improve the 

robustness of localization and to reduce the estimation error we 

have proposed a Kalman Particle Kernel Filter (KPKF) 

approach, which is based on a hybrid Bayesian filter, combining 

both extended Kalman and particle filters. The KPKF filter using 

a Gaussian mixture in which each component has a small 

covariance matrix. The Kalman correction updates the weights in 

order to bring particles back into the most probable space area. 

This method can be applied for non-linear and multimodal 

environment and can improve localization performances and 

reduced estimation error. The proposed approach is 

implemented on a LIASD-Wheelchair experimental platform. 

Keywords—Localization; multi-sensor; data fusion; mobile 

robotics;  Kalman filter; particle filter; smart wheelchair. 

I.  INTRODUCTION  

Several works have been undertaken to assists and help the 

handicapped and elderly people to gain mobility and lead to 

independent life and particularly those concerning the 

development of services related to automated wheelchairs. 

Make a wheelchair intelligent and autonomous, allows us to 

develop new methodologies taking into account the type of 

handicap, environment dynamics, new communication 

technologies such as sensor networks and wireless mesh 

networks and so on. In this direction, localization process is 

one of the main services that have been prospected in order to 

ensure assisted people a better mobility and assistance in their 

life [1], [2]. It constitutes a key problem in mobile robotics and 

it consists of estimating the robot’s pose (position, orientation) 

with respect to its environment from sensor data, and the 

simplest way is integrating of odometric data which, however, 

is associated with unbounded errors, resulting from uneven 

floors, wheel slippage, limited resolution of encoders, etc [3], 

[4]. However, such a technique is not reliable due to 

cumulative errors occurring over longer runs. Therefore, a 

mobile robot must be able to localize or estimate its parameters 

also with respect to an internal world model by using the 

information obtained with its exteroceptive sensing system [5].  

The use of sensory data from a range of disparate multiple 

sensors, is to automatically extract the maximum amount of 

information possible about the sensed environment under all 

operating conditions [6], [7]. The main idea of data fusion 

methods is to provide a reliable estimation of robot’s pose, 

taking into account the advantages of the different sensors [8]. 

This paper focuses on robust pose estimation for mobile 

robot localization. A new hybrid Particle filter method called 

Kalman-Particle Kernel Filter (KPKF) is proposed to minimize 

the system estimation error and increase the localization 

robustness. It’s organized as follows: In section II we present 

and discuss some multi-sensor data fusion methods. In section 

III, a proposed KPKF is presented. In section IV, an example 

of a localization process applied on the LIASD-Wheelchair is 

illustrated. Finally, in section V, conclusion and some 

perspectives are addressed. 

II. RELATED WORKS  

The Kalman Filter (KF) is the best known and most widely 

applied parameter and state estimation algorithm in data fusion 

methods [9], [10]. It can be considered as a prediction-update 

formulation. The algorithm uses a predefined linear model of 

the system to predict the state at the next time step [11], [12]. 

The prediction and update are combined using the Kalman 

gain, which is computed to minimize the mean square error of 

the state estimate. The KF diagram is illustrated in Fig.1. 

 

Fig. 1. Kalman filter diagram (KF). 
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 Extended Kalman Filter (EKF) is a new version of KF that 

can handle non-linear measurement equations. Various EKF 

based-approaches have been developed. These approaches 

work well as long as the used information can be described by 

simple statistics well enough. The lack of relevant information 

is compensated by the use of various processes models [13]. 

However, they require assumptions about parameters, which 

might be very difficult to determine. Assumptions that 

guarantee optimum convergence are often violated and, 

therefore, the process is not optimal or it can even converge. 

The Kalman filter techniques rely on approximated filter, 

which requires tuning of modelling parameters, such as 

covariance matrices, in order to deal with model 

approximations and bias on the predicted pose. In order to 

compensate such error sources, local iterations, adaptive 

models and covariance intersection filtering have been 

proposed [14]. An interesting approach solution was proposed 

in [15], where observation of the pose corrections is used for 

updating of the covariance matrices.  However, this approach 

seems to be vulnerable to significant geometric inconsistencies 

of the world models, since inconsistent information can 

influence the estimated covariance matrices. 

In the localization problem is often formulated by using a 

unique model, from both state and observation processes point 

of view. Such an approach, introduces inevitably modelling 

errors, which degrade filtering performances, particularly, 

when signal-to-noise ratio is low and noise variances have been 

poor estimated.  Moreover, to optimize the observation process, 

it is important to characterize each external sensor not only 

from statistic parameters estimation point of view but also from 

robustness of observation process point of view [16]. It is then 

interesting to introduce an adequate model for each observation 

area in order to reject unreliable readings. In the same manner, 

a wrong observation leads to a wrong estimation of the state 

vector and consequently degrades localization algorithm 

performance. 

Particle Filter (PF) based-methods are considered as a 

sequential version of the Monte Carlo methods [17]. They 

represent the most effective methods for nonlinear localization 

of mobile systems. These methods have the ability to manage a 

set of particles in order to determine positions, and orientations. 

The principle of PF is to make the particles evolving in the 

same way as the robot to determine new positions and then 

comparing its perceptions to those of the particles. We retrieve 

the model values odometry (prediction) between two 

successive moments then transmitted to the filter function for 

correction by the observation model. After a small number of 

iterations, this process converges into a position where a 

population of particles is very dense. The PF method is 

illustrated in Fig. 2. 

 

Fig. 2. Particle filter diagram (PF). 

However, this filter can be very costly to implement, as a very 

large number of particles is usually needed, especially in high 

dimensional system. In case of low dynamical noise, we 

observe that in multiplying the high weighted particles, the 

prediction step will explore poorly the state space. The particle 

clouds will concentrate on few points of the state space. This 

phenomenon is called particle degeneracy, and causes the 

divergence of the filter.  

Despite the research efforts to improve filters performance 

for data fusion, their behaviors remain unstable for some 

applications such as navigation and localization 

III. PROPOSED KPKF FOR MULTI-SENSOR DATA FUSION  

The Kalman-Particle Kernel Filter (KPKF) combines both 

an EKF and a PF for a robust localization system by adjusting 

the state of mobile system and reducing the estimation error. 

This new filter is a kind of hybrid particle filter. It is based on 

the representation of the kernel of conditional density and on a 

local linearization as a Gaussian mixture [18]. The KPKF  

filter method can be implemened according to three steps, as it 

is shown in Figure 3: 

 

Fig. 3. Kalman-Particle Kernel Filter diagram. 
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 Correction step: is divided into two steps: a Kalman 

correction and a particle correction. The correction 

step ensures a mixture of Gaussian distribution of the 

filter density in order to increase the probability of 

the presence of the particles in the state space. 

 Prediction step: therefore, this step is still a mixture of 

Gaussian distribution. In fact, the predicted density is 

modeled in the same way as the corrected density. 

 Resampling step: is introduced to further reduce the 

divergence of the particulate filter (Monte Carlo). 

 

IV. IMPLEMENTATION 

We present an application of the Kalman-Particle Kernel 

Filter (KPKF) approach for a robust localization adapted to 

disabled and elderly people. Our approach is implemented and 

tested on a prototype called LIASD-Smart Wheelchair, 

developed in our laboratory (Informatics and Artificial 

Intelligence) [19]. The LIASD-Smart Wheelchair is equipped 

with data fusion sensors: ultrasonic sensor and, encoders.  

LIASD-Wheelchair is an adjustable adults’ powered 

wheelchair (Fig. 4). It is suitable for indoor or outdoor use and 

implements wired and wireless networks for communication. 

The wireless communication is based on two standards: IEEE 

802.11 and IEEE 802.15.4. A wireless router is integrated to 

ensure communication between remote computer (server) and 

wheelchair devices (camera, embedded computer, etc.). 

 

Fig. 4. Global structure of LIASD-WheelChair. 

A. Hardware Architecture 

The hardware architecture of LIASD-Wheelchair consists 

of sensory block, control architecture, and communication 

networks. The presented system includes two optical 

incremental encoders mounted to a motor, with resolution of 

500 Counts per Revolution. Four ultrasonic sensors (US 

SFR08) are used to localize the wheelchair in the environment. 

They have a resolution of 3cm and can identify obstacles 

between 3cm and 6m. The US sensors interact with the 

computer via TCP/IP server board FMod-TCP DB using an 

I2C interface. In order to ensure navigation and anti-collision 

objectives a Wireless Internet Camera Server is mounted on 

the wheelchair headrest. 

B. Control Architecture 

The LIASD-WheelChair control architecture is divided 

into three levels: a basic control level, a tactical level and 

strategy level, as shown in Fig. 5. The strategy level concerns 

the way the wheelchair system can achieve the main goal. 

Algorithms such as planning trajectories, localization, etc. are 

implemented to fulfill the desired task. Elementary actions are, 

then generated in tactical level aiming to satisfy reached goals 

specified previously. Basic control level implements PID 

controller in the PWM/encoders boards with specific 

parameters for positions and speeds control. 

 

Fig. 5. LIASD-WheelChair control architecture. 

Using its measurements and the characteristics of the 

geometrical model of the dynamic system, we determine at 

each moment the position and the orientation of the smart 

wheelchair. The odometry model introduces a major fault of 

the slipping of the rounds (noise of measurement) An 

unreliable location. To correct the odometry error, we use the 

data fusion theoretical method by adding the measurement of 

the ultrasonic sensor (observation model).  

V. CONCLUSION AND FUTURE WORKS 

 The localization system is a complex multi-sensor process. 

To solve the problem of multimodality and non-linearity, we 

have proposed a new adaptation filter for data fusion, called 

Kalman-Particle Kernel Filter. The KPKF is a mixture of 

extended Kalman filter and particulate filter combining the 

advantages of both filters. Our approach is implemented on a 

mobile platform developed in our laboratory called LIASD 

Smart Wheelchair. The aim is to improve the quality of 

service in terms of mobility and assistance to displacement of 

persons with disabilities. A full test of our system is still in 

progress to demonstrate that our filtering approach is very 

effective for the robustness of system localization. Therefore, 

this method could use the research work that deals with the 

issue of the localization and navigation of stand-alone 

vehicles. 
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ABSTRACT

This study investigates the effectiveness of re-
duction of training sets and kernel space for ac-
tion decision using future prediction. For future
prediction in a real environment, it is necessary to
know the properties of the state and disturbance
resulting from the outside environment, such as a
ground surface or water surface. However, obtain-
ing the properties of the disturbance depends on
the specifications of the target processor, especially
its sensor resolution or processing ability. There-
fore, sampling-rate settings are limited by hard-
ware specifications. In contrast, in the case of fu-
ture prediction using machine learning, prediction
is based on the tendency obtained from past train-
ing or learning. In such a situation, the learning
time is proportional to training data. At worst, the
prediction algorithm will be difficult to implement
in real time because of time complexity.

Here, we consider the possibility of carefully
analyzing the algorithm and applying dimensional-
ity reduction techniques to accelerate the algorithm.
In particular, to reduce the training sets and kernel
space based on the recent tendency of disturbance
or state, we focus on the use of the fast Fourier
transform (FFT) and pattern matching. From this
standpoint, we propose a method for dynamically
reducing the dimensionality based on the tendency
of disturbance. As a future application, an algo-
rithm for operating unmanned agricultural support
machines will be planned to implement the pro-
posed method in a real environment.

KEYWORDS

Online SVR, Prediction and Control using State-
action Pair, Dimensionality Reduction, Training
Set

1 INTRODUCTION

For an action decision based on future pre-
diction, it is necessary to know the properties
of disturbance resulting from the outside envi-
ronment [1]. However, obtaining the properties
of the disturbance depends on the specifica-
tions of the target processor, especially its sen-
sor resolution or processing ability. Therefore,
sampling-rate settings are limited by hardware
specifications. In contrast, in the case of future
prediction using machine learning, prediction
is based on the tendency obtained from past
training or learning. In such a situation, the
learning time is proportional to training data
[1, 2].

Previously, a state-action pair prediction
method had been proposed. In this method, the
prediction performance [3] and action-decision
methods [4, 5] had been considered based on
some prediction results. These studies con-
sidered the behavior of a robot when an un-
known periodic disturbance signal is continu-
ously given to the robot. On the other hand, in
these studies, the learning space had not been
considered in action decision or future predic-
tion. In general, a non-linear clustering (or re-
gression, as in this work) kernel function has
been used that allows the growth of the sup-
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port vector machine (SVM) or support vector
regression (SVR) solution, which starts invad-
ing other space; this “other space” is called the
feature space. This allows us to change the in-
formation from one linear space to another one,
permitting us to better classify (or perform re-
gression analysis on) examples. However, the
speed of learning depends mostly on the num-
ber of support vectors, which can significantly
influence performances. Therefore, the com-
plexity of learning is simply proportional to the
size of training sets. If the recent tendency of
disturbance or state, or these period can be ob-
tained, the size of training sets can be reduced.
Moreover, the length of training sets will be
fixed even if a new training set is added.

Therefore, we consider the possibility of
carefully analyzing the algorithm and applying
dimensionality reduction techniques to accel-
erate the algorithm. In particular, to reduce the
training sets and kernel space based on the re-
cent tendency of disturbance or state, we focus
on the use of the fast Fourier transform (FFT)
and pattern matching. From this standpoint, we
propose a method for dynamically reducing the
dimensionality based on the tendency of distur-
bance.

The remainder of this paper is organized as
follows. In section II, we present the approach
for reducing a learning space (feature space)
dynamically. Further, details on how to de-
cide a learning space are presented based on
the nearest-neighbor one-step-ahead forecasts
and Nyquist-Shannon sampling theorem. In
section III, the configuration of verification ex-
periments is described. Section IV presents a
summary of this work and identifies avenues
for future work.

2 APPROACH FOR REDUCING THE
LEARNING SPACE BASED ON THE
FREQUENCY OF THE DISTUR-
BANCE SIGNAL

2.1 Our Previous Work

In our previous study, we mentioned that,
for controlling a robot in a dynamic environ-
ment, an action can be chosen based on the

current result by predicting the future state us-
ing previous actions and states. In this paper,
we consider that obtaining the optimal action is
equivalent to minimizing the body pitch angle
of an inverted pendulum when the predictive
disturbance is continued using the prediction
the state-action pair that had been proposed in
our previous study [3]. Therefore, in this pa-
per, we consider a system that decides the op-
timization action using the proposed method
shown in Fig. 1 based on the previous study
[4].

In Fig. 1, the system will apply optimal con-
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Figure 1. Outline of the decision of optimal action for a
robot using the prediction of the state-action pair [5].

trol using a gain Kf as the optimal feedback
gain, and in parallel, it will decide the action
to be taken in the future using the prediction
of the state-action pair. In Fig. 1, t−lû(t + j)
describes the prediction result of the control in-
put u(t + j) when that input predicted in time
(t−l). Hence, the proposed method revises the
current action by combining the optimal con-
trol and the result of the state-action pair pre-
diction. The structure of prediction of the state-
action pair is named “N -ahead state-action pair
predictor,” and the internal structure is shown
in Fig. 2 [3]. The proposed method ob-
tains a series of actions in time (t + N) in the
distant future from the current time t by using
the N -ahead state-action pair predictor. From
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State

Predictor

( )tx

( )tu ( )ˆ 1t +u

( )ˆ 1t +x

Action

Predictor

Figure 2. Outline of the prediction system of state and
action [3].

this prediction series, the system will be able
to revise the current action by combining “the
action that will be taken in the future” and the
prediction series of the action.

In this system, the optimal compensation con-
trol input u(t) is given as follows:

u(t) = up(t) + u(t+1,t+N)
s (t) + d(t). (1)

In this equation, up(t) denotes an optimal
control action with optimal feedback control
gain, u

(t+1,t+N)
s (t) is generated from the “ac-

tion decision maker,” and d(t) denotes an un-
known periodic disturbance input signal. Then,
u

(t+1,t+N)
s (t) can be defined as follows:

u(t+1,t+N)
s (t) =

N∑
i=1

αiû(t + i). (2)

Moreover, in this study, the coefficient αi is de-
fined as follows:

αi =
N + i − 1

100 · N
. (3)

From this technique, we create an action cor-
responding to a future time and obtain the opti-
mal action that will be performed in the future.

2.2 Basic Idea

In section I, we mentioned the relation-
ship between dimensionality reduction and the
size of training sets for learning and predicting.
From this viewpoint, we can reduce the train-
ing time and the size of the learning space for
predicting future states and action if we can re-
duce the size of training sets.

SVR defines a “support vector,” and the num-
ber of support vectors is less than the num-
ber of other training sets. In detail, the sup-
port vector describes the properties of an un-
known function, eliminating the necessity for

a precision training set for the unknown func-
tion. Thus, removing any training samples that
are not relevant to support vectors might have
no effect on the construction of the proper de-
cision function [6]. In other words, in this
study, the training sets can be reduced if an
unknown periodic disturbance is applied to the
plant model. In addition, a prediction model
can be built for an almost-periodic disturbance
signal if the support vectors can denote the
properties of an almost-periodic function; that
is, in the proposed method, the training sets
will be reduced based on the recent tendency
of disturbance or state, or the period of the dis-
turbance signal. Moreover, the length of train-
ing sets will be fixed even if a new training
set is added. In addition, the support vectors
of “one period” of an almost-periodic distur-
bance will be used repeatedly. Therefore, in
the proposed method, the prediction model can
predict and adapt the plant if an unknown peri-
odic disturbance is applied, similar to previous
studies, in spite of dynamic dimensionality re-
duction based on the tendency of disturbance.
However, this method provides prediction re-
sults under the assumption that “the given un-
known periodic disturbance will not change in
the future.” Therefore, there will be a possibil-
ity that the compensation action will become
inappropriate in the future if the tendency of
disturbance is changed while behavioral cor-
rection is being made by the state-action pair
prediction. Hence, this study focuses on the
difference between the tendency of disturbance
obtained by the prediction and the current ten-
dency.

2.3 Estimation of the Frequency of a Dis-
turbance Signal and Reduction of the
Learning Space

As mentioned above, an unknown periodic
signal will be used as a disturbance signal.
Therefore, we will attempt to analyze the prop-
erties of the disturbance signal to reduce the
learning space (Fig. 3). In this case, the dis-
turbance signal will be represented with a ten-
dency similar to a pattern.

From this property, the nearest-neighbor one-
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(time domain) (learning space)

(time domain) (learning space)

Reduce

Figure 3. Outline of reduction of the learning space ac-
cording to the period of the disturbance signal.

step-ahead forecasts [7] will be applied to de-
tect the cycle period of a disturbance signal.
Let us illustrate the nearest-neighbor one-step-
ahead forecasts. As shown in Fig. 4, the tar-
get function f(t) has a repeating tendency. In
this case, we want to predict at time t + 1
the next value of the series f . The pattern
f(t − 12), f(t − 6) is the most similar to the
pattern. Then, the prediction will be calcu-
lated. Consequently, the nearest-neighbor one-

t

f (t) pattern matching

t 1t+1t−6t−12t−

Figure 4. Outline of nearest-neighbor one-step-ahead
forecasts.

step-ahead forecasts provide not only a one-
step prediction result, but also the cycle period.
From these results, the cycle period Tdisturbance

is calculated as follows:

Tdisturbance = |tmax, disturbance − tmin, disturbance| × 2.
(4)

Here, tmax, disturbance denotes the time when the
maximum values of disturbance signal d(t)
have been reached, and tmin, disturbance denotes
the time when the minimum values of distur-
bance signal d(t) have been reached.

On the other hand, as we have stated above,
we attempt to analyze the properties of the
disturbance signal to reduce the size of train-
ing sets. Therefore, the Nyquist-Shannon sam-
pling theorem is applied to reduce the size of
training sets and determine the properties of
the disturbance signal. The theorem statement
is as follows. A sufficient sample rate is 2B
samples/second or greater. Equivalently, for a
given sample rate fs, perfect reconstruction is
guaranteed for a bandlimit B < fs/2. From
this theorem, the sampling rate t′s is defined as
follows:

t′s ≤
Tdisturbance

2
, (5)

Here, the sampling rate t′s is an integral multi-
ple of the original sampling rate ts. Then, the
result obtained by dividing t′s by ts is the train-
ing set that builds a prediction model. There-
fore, new training sets are defined as follows:

N =
t′s
ts

, (6)

S = {st−N , st−N+1, . . . , st} . (7)

In the above equations, S is a list of support
sets.

The proposed method predicts events given
in the training sets; however, it does not re-
duce former training sets. In this section, we
describe how to implement the future predic-
tion.

In this case, a next state x̂t+1,i, i ∈ dim x̂t+1

(i denotes an element of all the robot’s states) is
estimated using the state and action defined by
zt =

[
xt,1 . . . xt,n | at

]
. Therefore, the

vector zt is an (n + 1) × 1 vector. Next, let us
consider the sum-of-squares error function JS

from the training set {xj, yj} described by the

21

International Journal of New Computer Architectures and their Applications (IJNCAA) 7(1): 18-28
The Society of Digital Information and Wireless Communications, 2017 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print))



SVR model y(x) = w>φ(x) + b [8].

JS(w) =
1

2

t∑
j=t−N

{
w>φ (xj) + b − yj

}2

+
λ

2
w>w (λ ≥ 0) , (8)

where w> indicates the transpose of w. Here,
λ represents the regularization parameter, and
w represents the weight matrix of the SVR
model. The weight matrix w is determined by
setting the gradient for minimizing the sum-
of-squares error function JS to zero (thus,
∂JS(w)/∂w = 0). Hence,

∂

∂w
JS(w) =2 × 1

2

t∑
j=t−N

[{
w>φ (xj) + b − yj

}
φ (xj)] +

λ

2
w +

λ

2
w = 0,

0 =
t∑

j=t−N

[{
w>φ (xj) + b − yj

}
φ (xj)] + λw,

w = −1

λ

t∑
j=t−N

{
w>φ (xj) + b − yj

}
φ (xj)

=
t∑

j=t−N

ajφ (xj) = Φ>a,

(9)

where a =
[
at−N . . . at

]>
,

aj = −1

λ

{
w>φ (xj) + b − yj

}
.

Now, Φ is called the design matrix, and the
j-th row is described by φ (xj)

>. Here, the pa-
rameter vector Φa replaces w:

J(a) =
1

2
a>ΦΦ>ΦΦ>a − a>ΦΦ>y

+
1

2
y>y +

λ

2
a>ΦΦ>a. (10)

Next, the Gramian matrix K = ΦΦ> will
be defined. Here, the matrix coefficient of K is
given by

Kjm = φ (xj)
> φ (xm) = k (xj,xm) = Qjm.

(11)

This matrix coefficient is the symmetric ker-
nel matrix. Now, let us rearrange the sum-of-
squares error function JS by using the Gramian
matrix:

JS(a) =
1

2
a>KKa − a>Ky

+
1

2
y>y +

λ

2
a>Ka. (12)

The equation is rearranged by isolating a:

a = (K + λIN)−1 y. (13)

Here, IN represents the N × N identity ma-
trix. Therefore, the prediction result ŷ(x) for
the SVR model to input x can be derived from
the equation as

ŷ(x) = wφ(x) + b = a>Φφ(x) + b

= k(x)> (K + λIN)−1 y + b (14)

where k(x) =
[
k (xt−N ,x) . . . k (xj,x)

]>
.

In this time, the prediction result and Kernel
matrix are updated as follows:

ŷ(x) = wφ(x) + b = a>Φφ(x) + b

= k(x)> (K + λIN)−1 y + b (15)

where k(x) =
[
k (xt−N ,x) . . . k (xt,x)

]>
Q =

Qst−N ,st−N
· · · Qst−N ,st

... . . . ...
Qst,st−N

· · · Qst,st

 . (16)

The matrix Q contains the values of the
kernel function and is called the kernel ma-
trix. In these equations, the learning space
Q and training sets x will be re-constructed
at each sampling time by adding new training
data. Therefore, the learning space and train-
ing sets are reduced at each sampling time. As
mentioned before, the speed of learning de-
pends mostly on the number of support vec-
tors, which can significantly influence perfor-
mance. Consequently, the speed of learning
will be improved over that in previous studies.

Now, let us consider the tendency of dis-
turbance change. When applying state-action
pair prediction, it is possible to obtain predic-
tion results at each sampling time. The pre-
diction results are regarded as time-series data,
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Figure 5. Comparison of difference of disturbances.

and its period is calculated (as shown in Fig.
5). Firstly, the input prediction values for con-
trol input u(t + j) using the nearest-neighbor
one-step-ahead forecasts are calculated to ob-
tain the period Tcycle,prediction and amplitude
Acycle,prediction of prediction values of u(t + j)
at each time. Secondly, Tcycle,current and am-
plitude Acycle,current at time (t + j) are ob-
tained. Using this information, the following
equations are solved to determine whether the
tendency of disturbance will change.

|Tcycle,prediction − Tcycle,current| ≤ ε, (17)
|Acycle,prediction − Acycle,current| ≤ ε. (18)

These equations indicate that there will be no
tendency change if the period or amplitude is ε
or less. Else, the tendency of disturbance will
change; moreover, the proposed method will
learn and control new changes in combination
with a linear-quadratic regulator (LQR).

3 VERIFICATION EXPERIMENT –
COMPUTATIONAL SIMULATION
USING THE PROPOSED METHOD

3.1 Outline of the Experiment

In this experiment, we stabilize the posture of
a two-wheeled self-propelled inverted pendu-
lum “NXTway-GS” (Fig. 6) as an application
by using the computer simulation. In this ver-
ification experiment, we compared the control
response of the proposed method with that of
the conventional method. Furthermore, in the
proposed method, for postural control, the pre-
dictor only used the proximate prediction result
obtained by repeatedly training data from 0 [s]
(no reduction) or training sets reduced at each
sampling time.

3.2 Simulation Setup – the NXTway-GS
Model

NXTway-GS (Fig. 6) can be considered an
inverted pendulum model, as shown in Fig. 7.
Figure 7 shows a side view and plane view
of the model. The coordinate system used in
3.3 is described in Fig. 7. In figure 7, ψ de-
notes the body pitch angle, and θml,mr denotes
the DC motor angle (l and r indicate left and
right, respectively). The physical parameters
of NXTway-GS are listed in Table 1.

(a)
NXTway-
GS

(b)
Model of
NXTway-
GS

Figure 6. Two-wheeled inverted pendulum “NXTway-
GS.”
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Figure 7. Side view and Plane View of NXTway-GS
[10]-[11].

3.3 Simulation Setup – Modeling of
NXTway-GS

We can derive the equations of motion of the
inverted pendulum model using the Lagrange
equation based on the coordinate system in Fig.
7. If the direction of the model is in the posi-
tive x-axis direction at t = 0, the equations of
motion for each coordinate are given as ([10]-
[11])[

(2m + M) R2 + 2Jw + 2n2Jm

]
θ̈ + (MLR

−2n2Jm

)
ψ̈ − Rg (M + 2m) sin γ = Fθ

(19)(
MLR − 2n2Jm

)
θ̈ +

(
ML2 + Jψ

+2n2Jm

)
ψ̈ − MgLψ = Fψ (20)[

1

2
mW 2 + Jφ +

W 2

2R2

(
Jw + n2Jm

)]
φ̈ = Fφ

(21)

Here, we consider the variables x1,x2 as the
state variables and u as the input variable (x>

indicates the transpose of x).

x1 =
[
θ ψ θ̇ ψ̇

]>
(22)

x2 =
[
φ φ̇

]>
(23)

u =
[
vl vr

]> (24)

Consequently, we can derive the state equa-
tions of the inverted pendulum model from Eq.
(19), (20), and (21).

d

dt
x1 = A1x1 + B1u + S (25)

d

dt
x2 = A2x2 + B2u (26)

In this paper, we only use the state variable
x1. Because x1 includes the body pitch angle
as important variables ψ and ψ̇ for the control
of self-balancing, we will not consider plane
motion (γ0 = 0,S = 0).

3.4 Simulation Setup – How to Apply the
Online SVR to the State Predictor

In this method, we use Online SVR [9] as the
learner. Moreover, we applied the RBF ker-
nel [13] as the kernel function for Online SVR.
The RBF kernel on two samples x and x′, rep-
resented as feature vectors in some input space,
is defined as

k (x,x′) = exp
(
−β ||x − x′||2

)
. (27)

The learning parameters of Online SVR are
listed in Table 2. In table 2, i ∈ {1, 2, 3, 4}.

3.5 Simulation Setup – How to Apply the
Linear-quadratic Regulator to the Ac-
tion Predictor

In this experiment, we apply an LQR for
action prediction (and a predictor). Therefore,
we design the controller as an action predictor
based on modern control theory. This LQR cal-
culates the feedback gain kf so as to minimize
the cost function JC given as follows:

JC =

∫ ∞

0

[
x>(t)Qx(t) + u>(t)Ru(t)

]
dt.

(28)
The tuning parameter is the weight matrix

for the state Q and input R. In this paper, we
choose the following weight matrix Q and R:

Q =


1 0 0 0 0
0 6 × 105 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 4 × 102

 (29)

R = 1 × 103 ·
[
1 0
0 1

]
. (30)

Then, we obtain the feedback gain kf by min-
imizing JC . Therefore, we apply kf as an ac-
tion predictor [3]. Hence, in this experiment,
we do not consider the plane movement of
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Table 1. Physical parameters of NXTway-GS

Symbol Value Unit Physical property

g 9.81 [m/s2] Gravity acceleration

m 0.03 [kg] Wheel weight [10]

R 0.04 [m] Wheel radius

Jw
mR2

2 [kgm2] Wheel inertia moment

M 0.635 [kg] Body weight [10]

W 0.14 [m] Body width

D 0.04 [m] Body depth

H 0.144 [m] Body height

Distance of

L H
2 [m] center of mass

from wheel axle

Body

Jψ
ML2

3 [kgm2] pitch

inertia moment

Body

Jφ
M(W2+D2)

12
[kgm2] yaw

inertia moment

DC motor

Jm 1 × 10−5 [kgm2] inertia moment

[11]

DC motor

Rm 6.69 [Ω] resistance

[12]

DC motor

Kb 0.468 [V·s/rad.] back EMF constant

[12]

DC motor

Kt 0.317 [N·m/A] torque constant

[12]

n 1 [1] Gear ratio [11]

Friction coefficient

fm 0.0022 [1] between body and DC motor

[11]

Friction coefficient

fW 0 [1] between wheel and floor

[11]

Table 2. Learning parameters of Online SVR

Symbol Value Property

Ci 300 Regularization parameter or predictor of xi

εi 0.02 Error tolerance for predictor of xi

βi 30 Kernel parameter for predictor of xi

the two-wheeled inverted pendulum. In other
words, we consider that φ = 0, θml = θmr, and
u = u,d(t) = d(t).

Robot

(Inverted Pendulum)

Kf

State-Feedback Stabilizer

( Applied LQR )

( )u t ( )tx ( )tx

( )1pu t +
z-1

( )ref tx

( )' tx

Figure 8. Control input obtained by mixing the action
and disturbance inputs.

3.6 Conditions of Simulation – Acquiring
the Training Sets

In this experiment, we mix the action sig-
nal with a known disturbance signal d(t) (Figs.
8and 9), where d(t) is given as

d(t) =

{
2 sin

(
1
2
πt

)
if t ≤ 12[s]

1
2
sin (2πt) if t > 12[s]

(31)

Then, the signal d(t) is mixed in the model.
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Figure 9. Disturbance signal in control inputs d(t).

Thereby, we can acquire the training sets from
the two-wheeled inverted pendulum. Figures
10 to 12 show training sets that were obtained
from the computer simulation of the stabiliza-
tion control of the two-wheeled inverted pen-
dulum. The properties of disturbance that we
provide as input and the other conditions of the
simulation are listed in Table 3.

3.7 Simulation Results

Figures 10 and 11 show compensation results
of the state of x1, and Fig. 12 shows the pre-
diction of the control input and compensation
input using the prediction result of u.

In this section, we will not consider the part
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Table 3. Parameters for the simulation

Sybmol Value Unit Physical property

ψ0 0.0262 [rad.] Initial value of body pitch angle

γ0 0.0 [rad.] Slope angle of movement direction

ts 0.05 [s] Sampling rate

Start time of

td,start 0.0 [s] application of

predictable disturbance

Finish time of

td,finish 45.0 [s] application of

predictable disturbance

Ns 60 — Initial dataset length

Maximum

Nmax 950 — dataset length

for the prediction

Step size of outputs for

N 30 — N -ahead state-action pair predictor’s

outputs

that is given in real training sets. Thus, we will
only argue and focus on the part of the graph
pertaining to the state-predicted part shown in
T (at t = 3.00 [s]) of Figs. 10 and 11.

Only LQR (u = up)

Compensation Result (LQR + Online SVR) (u = up + us)
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Figure 10. Control response of the wheel rotation angle
θ.

3.8 Discussion of Simulation Results

Here, the start and prediction of the state-
predicted point are shown at t = 3.00 [s] in T .

According to these results (Figs. 10 through
12), compensation results obtained using the
proposed method (shown by the red solid line)
approach zero with time. Next, we focus on
each result.

In this study, the learning space and train-
ing sets are changed “suddenly,” when the pe-
riod of the disturbance signal is estimated. At

Only LQR (u = up)

Compensation Result (LQR + Online SVR) (u = up + us)
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Figure 11. Control response of the body pitch angle ψ.
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Figure 12. Control response of the control input u.

this time, the current action and states are also
suddenly changed by the compensation control
input based on the former learning space and
training sets. In a previous study, the train-
ing sets and learning space included significant
prediction error in the early phase of training.
Therefore, the state-action pair prediction uses
former training sets and adds new training sets
to the current learning space. That is, the re-
sults of prediction and revised action are in-
fluenced by the past prediction error. On the
other hand, in the proposed method, the kernel
matrix ignores early learning results and early
compensation results. In other words, it uses
results that are less affected by prediction er-
ror, and the time elapsed by the training set out
of the disturbance tendency period is not used.
Further, this system acquires the data at each
sampling time. By using these changed results,
the proposed system derives an action that mul-
tiplies states with the optimal feedback gain
for the future state. Consequently, this system
stabilizes the inverted pendulum by using cur-
rent outside data, previous states, and an ac-
tion. Consequently, it can be said that the inter-
nal states and action will converge to zero with
time. From these viewpoints, we conclude that
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the experimental results are reasonable.

4 CONCLUSION

In this paper, we investigated the relation-
ship between the learning space and training
sets for prediction and the frequency of the dis-
turbance signal given by the outside environ-
ment. On the basis of our previous studies,
we proposed a method to reduce training sets
and learning space dynamically for prediction
based on prediction results obtained from the
recent tendency of disturbance frequency by
using the Nyquist-Shannon sampling theorem.
When the proposed method was applied, the
body pitch angle of NXTway-GS converged to
zero with time, despite a tendency change. In
other words, the compensated action for rapid
convergence was obtained, similar to the con-
ventional method of training sets and learning
space.

From the results of verification experiments,
the proposed method could be converged to
a desirable state in a manner similar to fixed
training sets. More specifically, the slope of the
body pitch angle of NXTway-GS converged to
zero based on the state and action prediction
and decision. Accordingly, we conclude that
the proposed method can be adapted to any dis-
turbance frequency. From the results of veri-
fication experiments, it can be concluded that
the proposed system can predict what be de-
fined by training sets and learning space that
can be obtained the properties of a disturbance
signal based on the Nyquist-Shannon sampling
theorem. In addition, as future work, we will
confirm the response of the proposed system
for actual robots such as a crawler-type robot.
Moreover, the proposed method will be ex-
tended to plane motion to extend the dimen-
sions of output prediction. As a future appli-
cation, an algorithm for operating unmanned
agricultural support machines will be planned
to implement the proposed method in a real en-
vironment.
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ABSTRACT 

The paper addresses the optimization problem of 
goods distribution process in logistic networks.  The 
controlled nodes in the considered class of networks 
form a mesh structure. The stock level at the nodes is 
replenished from external sources and other nodes in 
the controlled network. The external demand is 
imposed on any node without prior knowledge about 
the requested quantity. Inventory control is realized 
through the application of order-up-to policy 
implemented in a distributed way. The aim is to 
provide high customer satisfaction while minimizing 
the total holding costs. In order to determine the 
optimal reference stock level for the policy operation 
a continuous genetic algorithm is applied and 
adjusted for the analyzed class of application 
centered problems. 

KEYWORDS 

Logistic networks, order-up-to policy, optimization, 
continuous genetic algorithm, inventory 
management. 

1 INTRODUCTION 

The optimization of goods flow in logistic 
networks is a computationally challenging task. 
For this reason, the related research mainly 
focuses on simple network structures and 
topologies. The complex mathematical 
dependencies and delayed interaction of system 
components (e.g., in a practical system the goods 
cannot be transferred immediately among the 
nodes) make the numerical analysis of multi-
node networks resource prohibitive. In 
particular, determination of the cost (or fitness) 
function is time consuming. Moreover, the 
presence of nonlinearities may lead to many 
local minima. In the scientific literature, the 
optimization of logistic systems is examined 
mainly in the case of fundamental 
configurations, e.g., when each internal node has 

only one goods supplier [1]. The most common 
types of such structures are: 

 single-echelon systems [2, 3] – where a
separate external provider is connected to
each controlled node;

 serial interconnection [4, 5] – in which
all the nodes are connected to each other
in sequence;

 tree-like organization [6–8] – wherein the
flow of goods proceeds along parallel
paths and the external demand is placed
at a focal point.

These studies are not sufficient for the current 
logistic systems, where the actually deployed 
architectures are much more complex. One may 
argue that, nowadays, the general availability of 
powerful computing machines creates new 
opportunities for solving realistic optimization 
problems. However, due to curse of 
dimensionality, performing extensive numerical 
treatment becomes possible only when an 
efficient method is selected, e.g., within the 
evolutionary computation domain [9]. 

The purpose of this paper is to evaluate the 
usefulness of genetic algorithms (GAs) in the 
optimization of logistic network performance 
when subjected to the control of the classical – 
order-up-to (OUT) [10] – inventory policy. The 
research is focused on the practical case of a 
system with mesh-type topology. In the analyzed 
structure type, a particular node – connected to 
multiple nodes – may play the role of supplier 
and goods provider to effectuate the stock 
replenishment decisions. The decisions are taken 
according to the indications of the OUT policy, 
deployed in a distributed way (independently at 
each node). The optimization objective is to 
determine the reference stock level (RSL) for 
individual nodes so that the holding costs in the 
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entire system are minimized while at the same 
time a given service level is maintained. 

Since the considered problem has a continuous 
search domain, applying the generic form of a 
GA would require translating the system 
variables (and associated operations) into the 
binary domain. Therefore, unlike the typical GA 
binary-value implementation, a continuous 
search space is used. Moreover, as opposed to 
the standard GA tuning procedures, proposed for 
the “artificial” optimization problems where 
multiple cost function evaluations are 
permissible [11], the long time of obtaining the 
fitness function value in the considered class of 
systems shifts the GA tuning effort towards 
constraining the number of iterations. The 
effectiveness of GA in reaching the optimal 
network state is evaluated in strenuous 
simulations. 

2 SYSTEM DESCRIPTION 

2.1 Actors in Logistic Processes 

The paper analyzes the process of goods 
distribution among the nodes (warehouses, 
stores, etc.) of a logistic network. The nodes are 
connected with each other with mesh topology 
permitted. Each connection is characterized by 
two attributes: 

 delivery delay time (DDT) – the time
from issuing an order for goods
acquisition until their delivery to the
ordering node;

 supplier fraction (SF) – the percentage of
ordered quantity to be retrieved from a
particular source selected by the ordering
node from its neighbors in the controlled
network or external suppliers.

Apart from the initial stock at the nodes, the 
main source of goods in the network are the 
external suppliers. There are no isolated nodes 
that would not be linked to any other controlled 
node or external supplier, neither the nodes that 
would supply the stock for themselves. In 
addition, there is a finite path from each 
controlled node to at least one external source, 
which means that the network is connected. The 
system driving factor is the external demand 

imposed on the controlled nodes. The demand 
can be placed at any node and, as in the majority 
of practical cases [10, 12], its future value is not 
known precisely at the moment of issuing an 
order. The business objective is to ensure high 
customer satisfaction through fulfilling the 
external demand, at the same time avoiding 
unnecessary increase of the operational costs. 
Thus, the optimization purpose is to obtain a 
high service level at the lowest possible cost of 
goods storage at the nodes, i.e., minimizing the 
total network holding cost (HC). 

2.2 Actor Interaction 

The considered logistic network consists of N 
nodes ni, where index i N = {1, 2, …, N}, and 
M external sources mj, where j M = {1, 2, …, 
M}. The set containing all the indices  = {1, 2, 
…, N + M}. Let li(t) denote the on-hand stock 
level (the quantity of goods currently stored) and 
di(t) the external demand imposed on node i in 
period t, t = {0, 1, 2, …, T}, T being the 
optimization time span. The connection between 
two nodes i and j is unidirectional, characterized 
by two attributes (ij, ij), where: 

 ij – the SF between nodes i and j,
ij [0, 1];

 ij – the DDT between nodes i and j,
ij [1, ], where  denotes the
maximum DDT between any two directly
interconnected nodes.

Fig. 1 illustrates the operation sequence at a 
network node occurring in each period. 

Figure 1.  Node operational sequence. 
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Detailed mathematical description of node 
interaction is given in [12]. Below, only the 
fundamental issues required for the algorithm 
implementation are covered. 

Let us introduce variables: 

 ( )S
i t – amount of goods sent by node i 

in period t, 
 ( )R

i t – amount of goods received by 
node i in period t. 

The stock level at node i evolves according to 

     ( 1) ( ) ( ) ( ) ( )R S
i i i i il t l t t d t t


     , (1) 

where ( f )+ denotes the saturation function 
( f )+ = max{ f, 0}. The satisfied external demand 
si(t) at node i in period t (the goods actually sold 
to the customers) may be expressed as 

 ( ) min ( ) ( ), ( )R
i i i is t l t t d t  . (2) 

Consequently, (1) may be rewritten as 

       ( 1) ( ) ( ) ( ) ( )R S
i i i i il t l t t s t t     . (3) 

Let oi(t) denote the total quantity of goods 
ordered by node i in period t. oi(t) covers the 
orders to be fulfilled by other controlled nodes as 
well as external sources. Then, the quantity sent 
by node i in period t in response to the orders 
from its neighbors 

( ) ( ) ( )
N

S
i ij j

j

t t o t


   . (4) 

On the other hand, the quantity of goods 
received by node i in period t from all its 
suppliers 

( ) ( ) ( )R
i ji ji i ji

j

t t o t  


    . (5) 

The nodes try to answer both the external and 
internal demand. In case of insufficient stock to 
fulfill all the requests, the ordered quantity is 
reduced accordingly, yet 

0 ( ) 1ji
i

j

t


  . (6) 

When a node receives a request from another 
controlled node in the network and have 
accumulated enough resources to fulfill it, then 
ij(t) = ij. Otherwise, ij(t) < ij. It is assumed 
that the external sources are able to satisfy every 
order originating from the network (they are not 
restricted by capacity limitation). 

2.3 State-Space Description 

For the purpose of convenience of further study, 
a state-space model of the considered network 
will be introduced. The dynamic dependencies 
can be grouped into 
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where: 

 ( )tl – vector of stock levels

 1 2( ) ( ), ( ),..., ( )
T

Nt l t l t l tl , (8) 

 ( )to – vector of replenishment orders

 1 2( ) ( ), ( ),..., ( )
T

Nt o t o t o to , (9) 

 ( )ts – vector of satisfied demands

 1 2( ) ( ), ( ),..., ( )
T

Nt s t s t s ts , (10) 

 M (t) – matrices specifying the node
interconnections; for each  [1, ],
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 M0(t) – matrix describing the stock
depletion due to internal shipments
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2.4 OUT Inventory Policy 

One of the popular stock replenishment 
strategies applied in logistic systems is the OUT 
inventory policy. This policy attempts to elevate 
the current stock to a predefined reference one. 
A replenishment order is issued if the sum of the 
on-hand stock level and goods quantity from 
pending orders at a node is below the reference 
level. The reference level should be set so that 
high percentage of the external demand is 
satisfied, yet excessive stock accumulation is 
avoided. The network optimization procedures 
discussed in this paper provide guidelines for the 
reference stock level selection under uncertain 
demand (the future demand is not known exactly 
while issuing the stock replenishment orders). 
The operational sequence of the OUT policy is 
presented in Fig. 2. 

Figure 2.  OUT policy operational sequence. 

According to [10], the quantity of the 
replenishment order placed by node i in period t 
may be calculated as 

( ) ( ) ( )r
i i i io t l l t t   , (13) 

where: 

 r
il  – the reference stock level set for node 

i, i [1, N], 
 ( )i t  – the amount of goods from 

pending orders issued by node i (the 
orders already placed by not yet realized 
due to lead-time delay). 

In order to allow for efficient implementation of 
the optimization procedures variables (13) are 
represented in a vector form: 

1

1

( ) ( ) ( ) ( )
t

k t k

t t


 
 

  

   r
io l l M o , (14) 

where lr groups the reference stock levels for all 
the nodes. 

Any logistic system should retain a high service 
level despite imprecise knowledge about the 
demand future evolution. This objective is 
quantified here through the fill rate, i.e., the 
percentage of actually realized customer demand 
imposed on all the nodes. The goal of the 
optimization procedure is to indicate a reference 
stock level for each node so as to preserve the 
lowest possible HC while keeping the fill rate 
close to a predefined one – ideally 100%. As a 
first approximation, using only the knowledge 
about the highest expected demand in the system 
dmax, the 100% fill rate is obtained if the 
reference stock level is selected according to the 
following formula [12] 

1
max

1








 
  
 

r
Nl I M M d , (15) 

where IN is an N  N identity matrix. 

3 GENETIC ALGORITHM 

The key factor behind cost-efficient operation of 
the OUT policy is proper selection of RSL. In 
the analyzed class of systems it should be done 
simultaneously for all the controlled nodes, 
which is challenging due to coupled 
relationships in the mesh structure. GA enables 
automation of this process through numerical 
adjustments. 

The continuous domain of the search space 
indicates direct GA application, i.e., without the 
typical conversion to the binary form [11]. With 
respect to the GA terminology, the RSL in a 
given node reflects the allele and the candidate 
solution (individual) is represented by the vector 
containing the RSLs of all the controlled nodes. 
A particular population comprises a set of such 
vectors. The genotypes of each individual 
correspond to the phenotypes of RSLs. Fig. 3 
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outlines the algorithm operational sequence. Its 
individual steps are described in latter sections. 

Figure 3.  GA flowchart. 

3.1 Initialization 

The first two steps of the flowchart presented in 
Fig. 3 constitute the initialization phase of the 
optimization process. First, the RSLs are 
calculated according to formula (15). In the 
initial simulation run it is assumed that at each 
node a persistent external excitation (demand) is 
exerted during the entire simulation time equal to 
the maximum estimate for this node. The 
maximum holding cost HCmax and RSLs are 
determined accordingly and set as the boundary 
value for further calculations. Although the 
initial RSL ensures full customer satisfaction, the 
holding cost is very high – an excessive amount 
of goods is stored. The aim of further phases of 
the optimization process is to reduce HC while 
maintaining a high customer satisfaction rate. 

3.2 Fitness function 

A good choice of the fitness function is 
fundamental for GA operation and its efficiency 
in solving optimization problems. This function 
specifies dependencies between the individual 
system components and their relevance for the 
ensuing solution. It allows one to relate a 
particular solution to the expected optimum and 
influences the formation of successive 
populations. A well-defined fitness function 
should be normalized and efficient to compute. 
In the considered type of networks, two factors 
have a decisive impact on the solution: 

 HC – holding cost, HC [0, HCmax],
 FR – fill rate, FR [0, 1].

HC denotes the total cost of storing goods in all 
the nodes throughout the simulation interval. FR 
provides a percentage value of how the logistic 
network has succeeded in fulfilling the customer 
demand. The goal of the optimization process is 
to minimize the total holding cost of the network 
while maintaining the highest possible fill rate. 
For this reason, the following fitness function 
has been applied to the algorithm: 

1
initial

HC
Fitness FR

HC



 
  
 

, (16)

where φ and  are tuning parameters which 
allow one to investigate the impact of 
prioritizing cost reductions vs. customer 
satisfaction in finding the optimal solution. The 
fitness function enables one to measure how well 
adjusted is a candidate solution and compare one 
to another. 

3.4 Selection 

The selection operation in the considered GA is 
realized using roulette-wheel approach, also 
called fitness proportionate selection. It is 
illustrated in Fig. 4. Selection is performed once 
the fitness value of all the individuals in a 
population have been calculated. The fitness 
value is needed to determine the probability of 
choosing each chromosome in the recombination 
process. From the computational perspective, 
each individual has assigned a fraction within the 
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range [0, 1] proportional to its fitness value 
relative to the rest of the current generation. 
Using a random selector, the entire population is 
divided into pairs. 

Figure 4. Roulette-wheel for a particular generation. 

3.3 Crossover 

The crossover operation enables evolution of 
populations. A pair of individuals from the 
source population (parents) is taken and used to 
obtain two child solutions forming part of the 
new population. For this purpose, a random 
natural number ,  [0, N], is selected. Then, 
each candidate solution from the parent pair is 
divided into two sub-vectors and two child 
candidate solutions are formed through swapping 
these sub-vectors. For two individuals 
A = [lA1, lA2, …, lAN] and B = [lB1, lB2, …, lBN] the 
crossover at a point  results in 

 C1 = [lA1, lA2, …, lA, lB(+1), …, lBN],
 C2 = [lB1, lB2, …, lB, lA(+1), …, lAN].

3.4 Mutation 

The final step of the GA operation is mutation. 
The mutation rate is defined as one of the initial 
parameters of GA. The mutation depends on the 
chosen coefficient and in the discussed 
implementation occurs infrequently. Basically, 
mutation means to replace a randomly selected 
gene with a random value from the considered 
domain. If the rate equals 0.01 each gene of the 
individual after crossover operation has the 
probability of 1% that its value will mutate. 

4 NUMERICAL STUDY 

In order to assess the performance of continuous 
GA in simulation-based optimization of logistic 
networks, a MATLAB-based application has 
been created (sources available on-line [13]). It 
enables one to investigate various network 
topologies and influence of different sets of input 
parameters, i.e., the number of controlled nodes 
and external suppliers, connectivity structure, 
and demand pattern. In the application, once the 
network structure is defined, the optimization 
process using either exhaustive search (for 
simpler topologies) or GA is performed for 
different RSL vectors. The obtained results are 
processed, logged into a text file, graphically 
visualized for the user. 

Figure 5.  Logistic network scheme. 

Figure 6.  External demand imposed on controlled nodes. 

Fig. 5 depicts the network topology selected for 
illustration purposes. The structure encompasses 
two external sources (M = 2) and three internal 
nodes (N = 3). The pair of numbers describing 
each node interconnection comprises the 
nominal quantity partitioning and delivery delay 
time (SF, DDT), e.g., node 2 acquires 60% of the 
established order from node 1 with lead-time 
delay of 7 periods. During the simulation, all the 
controlled nodes receive external demands. The 
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random external demand has been generated 
using the Gamma distribution with parameters 
shape = 5 and scale = 10. The demand requests 
with the values in the range [8, 138] units, are 
illustrated in Fig. 6. The simulation lasts T = 100 
periods. The size of the GA population has been 
set as 10 individuals. The overall initial holding 
cost, considering all three controlled nodes, 
equals 3⋅105 units. 

Table 1 groups the data with regard to different 
fitness function shaping coefficients. In turn, the 
dependence between the population size and the 
number of iterations needed to achieve a similar 
optimization result is illustrated via Table 2. The 
presented values are the averages from multiple 
simulation runs taken to leverage the GA 
inherent randomness (sometimes the best 
solution has already been found in the first few 
iterations). 

Table 1.  Optimization results. 
Fitness 

function 
coefficients 

Optimization 
results Iteration 

number 
φ  Fill rate 

Holding 
cost 

1 1 0.9890 18625 976 
1 10 0.9946 30932 189 
1 50 0.9987 31948 233 
10 1 0.9339 10183 63 
10 10 0.9833 16756 345 
10 50 0.9958 25006 556 
50 1 0.5445 1851 33 
50 10 0.9457 10548 451 
50 50 0.9881 19678 485 

Table 2.  Population size dependence. 

Population 
size 

Iterations 
needed 

Time 
reduction 

2 13184 1.0 
4 4160 0.54 
10 607 0.23 
20 251 0.17 
50 22 0.05 

The analysis of the obtained data indicates that 
even a small change of the fitness function 
coefficients might have a significant impact on 
the holding costs, customer satisfaction, and the 
process of determining the optimal solution. 

Depending on the particular objectives, the 
relative importance of those factors can be 
modified to achieve a desirable solution. 
Increasing φ (equation (16)) raises the 
importance of holding cost reduction, whereas 
increasing  provides a higher fill rate (improved 
customer satisfaction). Simultaneous increase of 
both coefficients directs the system to a desirable 
state of maximum service rate attained with 
minimum holding costs. The number of 
iterations to reach convergence is inversely 
proportional to φ and grows with . 

Fig. 7 illustrates the progress of optimization 
process defined as the improvement of the 
fitness function value during successive GA 
iterations. The fitness function shaping 
parameters have been set as φ = 10 and  = 50. 
The graph shows that the fitness function grows 
fast in the first several iterations, and then 
improves approximately linearly. Since the 
optimal solution is not known a priori, the 
stopping criterion is enforced through a 
predefined maximum number of iterations. As 
the second stopping criterion, besides the 
simulation duration, a threshold for the number 
of iterations without improvement of the fitness 
function value is specified. In the case under 
consideration the threshold equals 500 iterations. 
The dashed line in Fig. 7 indicates the best 
solution established through the exhaustive 
search. The exhaustive search requires 
significantly larger number of iterations to reach 
the optimum than GA. It is computationally 
infeasible for more complex network structures. 

Figure 7.  Fitness adjustment progress. 

Figs. 8 and 9 display the stock level evolution at 
the controlled nodes for the initial and final 
(optimum) RSL setting. As can be noted from 
these graphs, the GA algorithm, during about 

35

International Journal of New Computer Architectures and their Applications (IJNCAA) 7(1): 29-36
The Society of Digital Information and Wireless Communications, 2017 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)



600 iterations, successfully eliminates 
superfluous resources. Thus, the holding cost is 
reduced, yet the stock level is kept positive most 
of the time, which implies a high fill rate. 

Figure 8.  Stock level at the nodes for the initial 
generation. 

Figure 9.  Stock level at the nodes for the final (optimal) 
generation. 

4 CONCLUSIONS 

The paper explores the use of continuous-
domain GAs for the optimization mesh-type 
logistic networks governed by the OUT policy. 
The optimization purpose is to reduce the 
holding costs yet ensuring high customer 
satisfaction. It is achieved by adjusting the RSL 
at the network nodes. The fitness function of GA 
has been defined to allow a smooth balance 
between the holding costs (financial measure) 
and customer satisfaction through the adjustment 
of two algebraic coefficients. The generation size 
occurs to have a decisive impact on the GA 
operation and convergence time. The quantity of 
individuals in population is inversely 
proportional to the number of iterations needed 
to find the optimal solution. However, by 
increasing the generation size, the number of 
calculations and memory usage in each iteration 

grows fast. The numerous tests, executed for 
various network topologies, GA parameters, and 
fitness function shape coefficients, indicate that 
the application of GAs for RSL selection in 
logistic networks is advisable. As opposed to the 
full-search approach, the desired balance 
between the holding cost reduction and elevating 
the customer satisfaction is can be established in 
a reasonable time frame using common 
computers. 
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