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ABSTRACT 

Multilevel inverters are widely used in power generation 

because they offer high performance in the electricity 

quality, however they require a large number of 

switching devices and control circuitry. In this work a 

novel multilevel inverter structure is presented. The new 

topology reduces considerably the number of switching 

devices and voltage sources. The multilevel inverter 

operation was verified through simulation using the 

software MATLAB/Simulink®, the topology is 

compared with the cascaded multilevel inverter. 

KEYWORDS 

Multilevel inverters; cascaded H-bridge topology; 

reduced device count; asymmetric source configuration 

1 INTRODUCTION 

Recently renewable energy sources, such as 

photovoltaic and wind power, and energy storage 

systems, such as batteries and fuel cells have been 

introduced to the power system and are known as 

distributed generation resources [1-3]. These 

distributed generation resources allow to generate 

electricity in the place where it will be used, 

avoiding the large losses that occur when the 

electricity is transported for long distances. 

Because most of these distributed generation 

resources produce DC power supply [1] and 

because the electric system operates on AC power, 

power converters DC/AC commonly known as 

inverters are needed. 

Power conversion DC/AC is a key technology in 

the generation, transmission, distribution and use of 

electric power [3]. The power converters DC/AC 

are used in many industrial applications such as 

motor control, static VAR compensators, air 

conditioning, uninterruptible power, active filters, 

flexible transmission systems [3-4]. 

There are different types of inverters including the 

multilevel inverters which have the following 

advantages [4-7]: 

 The advantages of high quality waveforms

 Smaller output voltage step, which results

in high power quality

 They can generate output voltages with

extremely low distortion

 They draw input current with very low

distortion

 Transient voltages automatically limited.

 They can operate with a lower switching

frequency.

 Lower switching losses.

 Lower harmonic components

 Better electromagnetic compatibility

Unfortunately multilevel inverters have some 

disadvantages [4-7]: 

 The need for a large number of power

semiconductor switches.
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 Each switch requires a related gate driver

and protection circuits. This cause that the

cost and complexity increase.

 They also require a great number of

auxiliary DC levels, provided either by

independent supplies or, more commonly,

by an array of capacitive voltage dividers.

There are different topologies of multilevel 

inverters, the most common are: neutral point 

clamped converters, flying capacitors converters 

and cascaded H bridge converters. These 

topologies have been appearing and evolving for 

decades [5-6], [8-10]. 

A great variety of topologies of multilevel inverters 

have recently been proposed, most of which focus 

on minimizing the number of components without 

compromising the waveform to reduce the cost, i.e., 

they try to minimize the total harmonic distortion 

THD increasing the amount of levels; while other 

topologies are used in distributed generation 

applications or to increase fault tolerance. [3], [6-

7], [9-15]. 

This paper describes a new multilevel inverter 

topology based on asymmetric sources, the 

proposed topology focuses on reducing the number 

of switching devices. 

The structure of the paper is the following. The 

proposed idea is explained in section II, section III 

shows the proposed topology with the example of a 

thirteen level inverter. In section IV the simulation 

results are presented, while in section V a 

comparison of the proposed topology with the 

cascaded H bridge converter (CHB) is made. 

Finally the conclusions are shown in section VI. 

2 PROPOSED TOPOLOGY 

The basic structure of the proposed topology is 

shown in Fig. 1a. It is possible to observe that there 

are two DC sources, four switches called L1, L2 

(Low branch) and U1, U2 (Up branch). There is 

also an H bridge formed by switches Q1, Q2, Q3 

and Q4. Fig. 1b and Fig. 1c show the possible 

configurations for three DC sources, while Fig. 1d 

shows the four DC sources configuration. Finally 

the generalized structure (n  DC sources) is shown 

in Fig. 1e. In general for an odd number of DC 

sources there are two possible configurations. Fig. 

2 shows the 3D view for the three and four DC 

sources configurations. 

The possible positive or negative voltage levels 

when the number of DC sources is even is given by 

(1), while the possible number of combinations 

when n is odd is given by (2).  

For 𝑛 even 

𝑆𝑛 = ∑ 2𝑖
𝑛
2⁄

𝑖=1 (1) 

For 𝑛 odd 

𝑆𝑛 = ∑ 2𝑖(𝑛+1)/2
𝑖=1 − 2(𝑛−1)/2  (2) 

The H-bridge allows to increase the number of 

levels and adds the zero level. 

Table 1 shows the different combinations of 

switches to achieve the different voltage levels with 

𝑛 = 3. 

Table 1.  Switching Table for the proposed topology with 
𝑛 = 3 

Switches in 

ON 

Voltage 

level 

U1 V1 

L1 V2 

U2, L3 V3 

U3, L2 V1+V2-V3 

Table 2 shows the different combinations of 

switches to achieve the different voltage levels with 

𝑛 = 4. There are some redundant combinations of 

switches which we do not include. 
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Figure 1.  Proposed multilevel inverter topology. 

Table 2.  Switching Table for the proposed topology with 

𝑛 = 4. 

Switches in 

ON 

Voltage 

level 

U1, U2 V1 

L1, U2 V2 

L1, L2 V3 

U1, U2 V4 

L3, U4 V1-V4+V3 

L2, U1 V1-V2+V3 

(a) nine levels (three DC sources)

(b) Thirteen levels (four DC sources)

Figure 2.  Proposed multilevel inverter topology (3D view) 

for the cases n=3 and n=4. Higher values of n correspond to 

polygonal prisms. 

3 PROPOSED TOPOLOGY FOR THIRTEEN 

LEVEL OUTPUT 

A thirteen level inverter with four DC sources is 

shown in Fig. 1d. Source configuration will decide 

the actual number of levels in the output waveform. 

If the voltage sources are V1=4Vdc, V2=1Vdc, 

V3=3Vdc, V4=2Vdc, the maximum output voltage 

is 600V if the value of Vdc = 100V. Table 3 shows 

the voltage levels for the thirteen level topology. 
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Table 3.  Switching Table for the proposed topology. 

Switches in ON Voltage level 

Q1, Q4, L2, U1 -6Vdc 

Q1, Q4, L3, U4 -5Vdc 

Q1, Q4, U1, U2 -4Vdc 

Q1, Q4, L1, L2 -3Vdc 

Q1, Q4, L4, U3 -2Vdc 

Q1, Q4, L1, U2 -1Vdc 

Q1, Q2 0 

Q3, Q4 0 

Q2, Q3, L1, U2 1Vdc 

Q2, Q3, L4, U3 2Vdc 

Q2, Q3, L1, L2 3Vdc 

Q2, Q3, U1, U2 4Vdc 

Q2, Q3, L3, U4 5Vdc 

Q2, Q3, L2, U1 6Vdc 

4 SIMULATION RESULTS 

The circuit for the proposed multilevel inverter 

topology is shown in Fig. 3 and its corresponding 

output waveform is shown in Fig. 4. The 

modulation techniques used in multilevel inverters 

can be categorized according to the switching 

frequency. The fundamental frequency switching 

technique [10] was used in this article, however it 

is important to note that switching angles are not 

optimized. Fig. 5 shows the results of total 

harmonic distortion, which proved to be quite low 

even though the firing angles of semiconductor 

were not optimized. 

Figure 3.  Circuit for the proposed topology simulation. 

Figure 4.  Output waveform for 13 level proposed 
multilevel inverter. 

Figure 5.  FFT Analysis thirteen level inverter. 

5 COMPARISON OF PROPOSED 

TOPOLOGY WITH THE CASCADED H 

BRIDGE CONVERTER 

The simplest inverter is called H-bridge inverter 

shown in Fig. 6, it generates three voltage levels; a 

positive level, a negative level and a zero level. 

This inverter generates a negative voltage when Q2 

and Q3 are on, a positive voltage when Q1 and Q4 

are on, and a voltage of 0 when Q1 and Q2 or Q3 

and Q4 are on. The first multilevel inverter consists 

of a series connection of H-bridge inverters as 

shown in Fig. 7 and was developed by Baker RH 
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and LH Bannister [16], this is known as cascaded 

H bridge converter (CHB), and its operation is 

similar to the H-bridge inverter but it allows to 

generate a stepped output wave because it can add 

different voltage sources. 

The number of H bridges is determined by the 

number of levels: 

H_bridges = (Levels – 1)/2 (3) 

and the number of switches required for this 

number of levels is given by: 

        Switches number = 4 x H_bridges          (4) 

The first comparison can be made in terms of 

device number, in the proposed topology twelve 

switches are used to generate the thirteen levels 

compared to the twenty-four switches that are used 

by a CHB; the proposed multilevel inverter uses 

four DC sources while the CHB topology employs 

six DC sources. Conduction losses are one of the 

main differences; in CHB, for a thirteen level 

output, twelve switches are needed to conduct 

simultaneously to obtain any output level, while in 

the proposed topology only four switches are 

needed to conduct to obtain a given level. For a 

higher number of levels the difference becomes 

more significant. 

The proposed topology advantages are: 

 Reduced number of dc sources

 Low switching losses

 High conversion efficiency

 Simple structure

 Requires only one-way switches

 Only four switches are on simultaneously

Figure 6.  H bridge inverter. 

Figure 7.  Cascaded H bridge inverter. 

Table 4.  Proposed topology and Cascaded H Bridge 

Topology comparison. 

Topology Number of 

switches for 13 

levels 

Number of 

sources for 13 

levels 

Cascaded 

H bridge 

24 6 

Proposed 12 4 

6 CONCLUSIONS 

A novel multilevel inverter topology is proposed in 

this paper, the work focuses mainly on the 

reduction of switches and power supplies used in a 

multilevel inverter. The Table 4 shows that in the 

case of a thirteen level cascaded multilevel inverter 

uses twenty-four switches and six voltage sources, 

whereas in the proposed topology twelve switches 
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and four voltage sources are used. When a 

comparison with the classic topologies is made, the 

device count is significantly reduced for a given 

number of levels in the output. The proposed 

topology can improve efficiency to reduce losses in 

semiconductors. The proposed topology only needs 

unidirectional semiconductors. The proposed 

topology can also be considered as a low cost 

solution for a wave of high-quality output and 

efficiency, the proposed inverter is ideal for use 

with renewable energy sources.
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ABSTRACT 

Cloud computing is a serious technological creation in 
the area of information systems development that 
supplies the benefits of self-service applications, source 
mixing, and wide network access. Nowadays, cloud 
computing to support fastness, easy combination, and 
low-cost of distributed applications in dissimilar 
environments have become increasingly famous. 

Therefore, service combination is a growing method that 
proliferates the number of applications of cloud 
computing by reusing attractive services. In this article, 
we survey the service composition mechanisms such as 
all clouds, base cloud, smart cloud, COM2 and 
clustering algorithms which have been used in the cloud 
environments. Service composition methods can be 

applied in two main environments: single and multi-
cloud where due to the importance of multi-cloud 
environments (𝑀𝐶𝐸), some existing and important 

methods are analyzed in the multi-cloud environment in 
this article. This paper also provides a discussion of 
existing methods in terms of running time and finding 
the optimal cloud composition. Obtained results showed 
the performance of each method in some terms. 

KEYWORDS 

Cloud computing, load balancing, service composition, 

optimal cloud composition, and Cloud servers. 
 

1. INTRODUCTION 

Internet is one of an important telecommunication 

facilities which is used by all people of the world  

[1, 2]. Data space, physically world, and human 

community can be fully linked and combined with 

the help of different technologies such as grid and 

cloud computing [3]. Along the final decades, 

demonstrative  improvements in information and 

communication technology (ICT) have permitted 

the human generation to create, process, and share 

growing quantity of information in new days [4-6]. 

Cloud computing does not consider a many of 

modern technologies, however, it economizes the 

cost and increases the scalability to manage IT 

services [7]. Cloud computing is the integration 

product among the traditional calculating model 

such as distributed computing, virtualization and 

the developing network technology [8-11]. Cloud 

computing is typically one of the famous and 

growing technologies and a successful sample of 

distributed computing [12]. Also it, as a new and 

famous IT-based technology, is a great-scale 

distributed calculating diagram that is executed by 

economies of scale, in which a pond of abstracted, 

dynamically scalable, managed calculating ability, 

virtualized, platforms, storage, and services are 

delivered on request to outer customers during the 

internet [13]. Cloud computing is an increasingly 

popular calculating diagram and has turned a 

reliable foundation for a broad array of institution 

and final-user applications [14]. It gets important 

financial advantages (pay only for what you use) for 

organization and institutions while suggesting long-

level cooperation possibilities [15, 16]. Cloud 

computing is an information service providing 

software, platform, and infrastructure for an 

organization [6, 17, 18]. Three shapes of such 

resources are ordinarily famous: software as a 

service (SaaS), infrastructure as a service (IaaS), 

and platform as a service (PaaS) [15, 19]. There are 

a number of various cloud computing types 

including private, public, community and hybrid 

types [20]. 

However, with the features of dynamic, 

heterogeneity, distribution, openness, 

voluntariness, unspecified and deception of cloud 

computing, obtaining suitable resource turns a 

pivotal problem in great-scale cloud computing 

survey [21]. In the cloud environment, the already 

placed media resources may be insufficient to reach 

at the resource applicants due to the network 

inconstancy or the cloud servers incorrectness, 

otherwise, the already applied resource applicants 

may not require the resources because the functions 
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have been ended or the price has been changed [22]. 

A serious problem in cloud computing is the require 

for suppliers to warranty the service level 

agreements made with users [23]. We should locate 

a valuable combination that utilizes a minimum 

number of clouds because communication among 

web services from various clouds is time-

consuming and costly[24]. 

According to the service-oriented architecture 

diagram, composite service involves a set of 

abstract tasks associated with various workflow 

constructs [25]. Through service combination 

technologies, loosely-coupled services that are 

independent of each other can be integrated into 

complex and value-added composited services as 

long as each component services interface 
specification is subject to standard protocols [26]. 

The web service combination issue is a non-

deterministic polynomial-time hard optimization 

problem [27]. 

In this paper, existing service composition 

mechanisms in cloud computing are divided into 

two categories, single and multi-cloud 

environment. However, due to the importance of 

multi-cloud environments, this study focuses on 

service composition methods that were provided in 

the multi-cloud environments. Also, this paper 

provides an overview of service composition 

mechanism in cloud systems and compares 

mentioned mechanism to each other in the multi-

cloud environment.  

The rest of this article are as follows: in Section 2, 

we classify service composition mechanisms into 

two main categories: single and multi-cloud 

environment and each of them is described. Service 

combination structure in a multi-cloud environment 

is discussed in Section 3. Section 4 is an overview 

of some existing methods for service combination 

in a multi-cloud environment. In Section 5 

empirical studies are shown. Finally, in last section, 

conclusion, and future work are provided. 

 

2. SINGLE AND MULTI-CLOUD 

ENVIRONMENT 

Service composition methods can be applied in two 

main environments: single and multi-cloud. Single 

cloud strategy uses the cloud services alone because 

there is a one cloud server. Therefore, one service 

among SaaS, PaaS and IaaS can be provided at any 

time. Network management is easy in this 

environment, but if a cloud server is failed, the 

system is failed too. The multi-cloud technique is 

the simultaneous utilize of two or more cloud 

services to decrease the danger of extending data 

waste or downtime because of a localized 

component defeat in a cloud computing 

environment [28]. Such a defeat can happen in 

software, hardware, or infrastructure. Multi-cloud 

term refers to cloud services that are invoked via 

service cloud suppliers [29, 30]. A multi-cloud 

technique can optimize overall enterprise 

performance by eschewing "vendor lock-in" and 

utilizing diverse infrastructures to provide the 

requirements of different partners and customers 

[31]. A multi-cloud technique can also help a 

company to decrease page loading times for all 

variant of content [32]. A multi-cloud method can 

motion not only the software, hardware, and 

infrastructure redundancy essential to optimize 

fault tolerance, but also a multi-cloud method can 

also conduct traffic from various customer bases or 

partners via the most rapid possible parts of the 

network [33]. There are four methods to executing 

multi-cloud or multiple clouds:  

 Horizontal multi-clouds: in this method, 

multiple suppliers make a correlated cloud 

by cooperating on an agreed upon cost plan. 

 Inter-clouds: in this method, clouds are 

categorized into sets based on usual norms, 

such as naming, identity, addressing, time 

areas and trust [34]. 

 Cross-clouds: in this method, multi-cloud 

suppliers build a federation in which they 

suggest/consume resources via a series of 

phases, resource discovery, authentication, 

and matchmaking [35]. 

 Sky computing: in this method multi-cloud 

suppliers suggest multiple services, such as 

resources, applications, and platforms. This 

architecture is able to new value-added 

services via the combination of available 

services with dynamic support to real-time 

requests. The pivotal characteristics of sky 

computing are the transparency of a multi-

cloud environment. particularly, this 

architecture creates an image of a single 

cloud with an apparently endless pond of 

accessible resources [36].   

Service composition techniques can be 

classified into two main groups including single 

and multi-cloud that the important methods of 

them are shown in Fig 1. 
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Fig 1. Service composition mechanisms 

 

 

3. PROBLEM DEFINITION 

 

In this section, we will describe the problem 

definition that is formed a structure of a multi-cloud 

environment with six definitions.  

Definition 1 (multi-cloud environment). A multi-

cloud environment is a set of clouds, such that  

𝑀𝐶𝐸 = {𝐶1, 𝐶2, …, 𝐶𝑛}, that anyone of the 𝑀𝐶𝐸 

components is an independent cloud server [24]. 

Definition 2 (cloud server). A cloud server is a set 

of service files in the form of  𝐶 = {𝑠𝑓1, 𝑠𝑓2, …, 

𝑠𝑓𝑛}[24]. 

Definition 3 (service file). A service supplier builds 

set of web services, which relates to the service 

file 𝑠𝑓 in the form of 𝑠𝑓 = {𝑤1 , 𝑤2, …, 𝑤𝑛} and 

each of the 𝑠𝑓 components is a web service [24]. 

Each service supplier is a service file. 

Definition 4 (web service). A web service consists 

of a 2-tuple in the form of < 𝐼, 𝑂 > that both 𝐼 and 

𝑂 are service expressions and supplied by users 

request [24]. 

Definition 5 (WSC problem). Web service 

combination issue is defined as a ternate < 𝐼, 𝐺, 𝑆 > 

that 𝐼 is an initial interface (created by the users 

demand), which shows the starting point. 𝐺 is a aim 

interface (created by the users demand). 𝑆 is a set of 

candidate services. 𝜋 is a consecution of totally 

ordered web services such that 𝜋 ⊆ 𝑆 [24]. 

Definition 6 (cloud WSC problem). A cloud web 

service combination issue is defined as a ternate, 

< 𝐼, 𝐺, 𝑀𝐶𝐸>. Here, 𝐼 is a starting interface (created 

by the users demand), which shows the starting 

point. 𝐺 is a aim interface (created by the users 

demand), which shows the final interface that the 

user  is willing to get. 𝑀𝐶𝐸 is a multi-cloud 

environment. A solution is a consecution of tuples, 

𝑊 = {<𝑤1, 𝐶1> , < 𝑤2, 𝐶2> , … where 𝑤1 and 𝑤2 are 

web services and 𝐶1 and 𝐶2 are clouds. 

A framework of the service composition structure 

is illustrated in Fig 2. A multi-cloud environment 

(𝑀𝐶𝐸) is made up of parts, including interface, 

cloud combiner, composition planner and a multi- 

cloud environment. A user sends a request to cloud 

combiner through interface. All service files are 

available in interface. Interface recognizes needed 

service files to users for response. The cloud 

composer endeavors to select optimal cloud 

composition that satisfy user's requests. Using an 

optimization approach, the cloud composer chooses 

a suitable cloud composition from the 𝑀𝐶𝐸 . 

Finally, composition planner generates web service 

combination consecution and returns it to the user.  
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Fig 2. A service compositor structure 

 

4.  MULTI-CLOUD SERVICE 

COMPOSITION MECHANISMS  

In this section, some important algorithms for 

service combination in multi-cloud environments 

are introduced and analyzed. Zou, et al. [37] have 

presented a service combination framework for 

multi-cloud environments and three service 

composition algorithm presented to choose a cloud 

composition subject to not only finding feasible 

composition consecution but also containing a 

minimum number of clouds. This method called all 

clouds, base cloud, and smart cloud. 

4.1. All Clouds Algorithm 

All clouds composition method considers all clouds 

as inputs for the combination and determined all 

suitable solutions. This algorithm converts all web 

services involved in multi-cloud environment and 

composition request into a composition domain and 

a composition problem. In following it executes a 

composition planner to locate a planning solution. 

This algorithm finds a service combination 

consecution with fast implementation time 

however, it fails to decrease the number of clouds 

in the last service combination. 

4.2. Base Cloud Algorithm 

The second algorithm which is referred to as the 

base cloud composition method regressively 

considers all cloud composition possibilities until a 

combination solution is reconnoitered as an optimal 

cloud composition. It begins from testing all 

singleton sets of clouds and stops if a valid 

composition can be found utilizing a single cloud, 

otherwise, it tests cloud sets of size two, otherwise 

three, until reaching a cloud set from which a 

service plan can be found. This algorithm generates 

an optimal cloud composition with a minimum 

number of cloud anyway, this method needs 

substantial running time. 

4.3. Smart Cloud Algorithm 

The last algorithm that was called smart cloud 

composition method is designed to locate a near 

optimal cloud composition based on an 

approximation method. The smart cloud 

combination algorithm first considers an 𝑀𝐶𝐸 as a 

tree and then locates a minimum demand set by 

searching in the 𝑀𝐶𝐸 tree. This algorithm obtains a 

sub-optimal cloud composition after searching for a 

service combination consecution at a reduced cost 

while using a cloud-reduced set. This method 

obtains a near-optimal cloud composition but 

remains time-consuming. 

4.4. COM2 Algorithm 

Kurdi, et al. [38] have proposed a new 

combinatorial optimization method for cloud 

service combination that can efficiently use multi-

Composition 
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cloud. The presented method guarantees that the 

cloud with the maximum number of service files 

always will be selected before other clouds, which 

increases the possibility of fulfilling service 

demands with minimal overhead running time. This 

algorithm can locate optimal cloud composition but 

load balancing among cloud servers in inefficient. 

4.5. Clustering  

Rostami, et al. [39] Have presented an algorithm 

based on clustering and ant colony optimization 

method. In this algorithm provided one set of single 

web services with combining ability in order to 

obtain the complex requirements of users. The 

proposed method contains two parts. The provider 

annotates the web service by a semantic model with 

standard OWL-S and spreads it in the semantic 

network and produced web service will be added to 

similar clusters. The client request is given to a 

system and compared with clusters. Then the 

clusters are selected that have the highest similarity 

with client requests. In this method an ant colony 

algorithm used for locating the best set of web 

services that have high combining ability. This 

method can locate the optimal longitude of web 

service combination with the various challenge set 

for a various number of services. This method 

suffers from the inefficiency of workload among 

the nodes. 

5. RESULTS AND COMPARISON 

In this section, existing methods for service 

composition in cloud computing were compared. 

All clouds, base cloud, smart cloud, COM2 and 

clustering algorithms have been proposed in the 

multi-cloud environment and compared to each 

other in [24, 38, 40]. The used dataset in [24, 40] is 

illustrated in Table 1 and Table 3. The experiment 

carried out in two different parts. At first, the 

optimal cloud composition is obtained (which 

consists of the minimum amount of clouds that 

satisfy user requirements) and the web services 

examined that are effective in running time. Results 

of the comparison of the reviewed papers are in 

Table 2 and Table 4 where |𝐵| shows the number of 

clouds in optimal cloud composition and |𝑁| shows 

the number of examined web services. Suppose that 

service file set {a, b, c, d} will be required to supply 

the service combination demand for the first group 

of multi-cloud environment. There are 2,3,8,3 and 

3 web services involved in service files a, b, c, d and 

e, respectively. Table 2 shows that the all clouds 

method always finds a cloud composition with the 

maximum number of clouds. The base cloud 

algorithm locates a cloud composition with the 

minimum number of clouds. The smart cloud 

method finds the optimal cloud composition in 4 

multi-cloud environment. COM2 algorithm finds 

optimal cloud composition in 3 cases. Clustering 

method can find optimal cloud composition in all 

multi-cloud environment (𝑀𝐶𝐸). Therefore, 

clustering and base cloud methods have more 

effective than all clouds, smart and COM2 in 

finding optimal cloud composition. Also the all 

clouds method uses less web services in comparison 

with the base cloud, smart cloud and clustering 

methods in all multi-cloud environments. The all 

clouds method uses less web service than COM2 

method in 3 cases. Therefore can be said that 

clustering and base cloud methods performance is 

better than other algorithms in finding optimal 

cloud composition and all clouds and COM2 

methods performance is better than other 

algorithms in term of web services examined that 

effective in running time. Suppose that service file 

set {a, b, d, e} will be required to satisfy the service 

composition request for the second group of multi-

cloud environment. There were 6,3,3,2 and 3 web 

services involved in the a, b, c, d and e service files, 

respectively. Obtained results in Table 4 shows that 

all clouds method always locates a cloud 

composition that contained the maximum number 

of clouds. The base cloud and clustering methods 

find a cloud composition with the minimum number 

of cloud in all cases. The smart cloud method finds 

a cloud composition in 3 cases. The COM2 method 

finds a cloud combination in 2 cases. Also the all 

clouds method uses less web services in comparison 

with the base cloud, smart cloud and clustering 

methods in all cases. All clouds method uses less 

web services than COM2 method in three cases. 

Therefore, clustering and base cloud methods 

performance is better than other algorithms in 

finding optimal cloud composition. Also, all clouds 

and COM2 methods performance is better than 

other algorithms in term of web services examined 

that effective in running time. Table 5 indicates the 

summary and comparison of methods along with 

advantages and disadvantages.
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Table 1. First group of multi-cloud environment 

 
 

 

 

 

 

 

 

 
Table 2. Obtained results for optimal cloud composition and web services examined for the first group 

 

 

 

 
 

 

 

 
 

 

 

 

 

 
Table 3. Second group of multi-cloud environment 

 

 

  

Table 4. Obtained results for optimal cloud composition and web services examined for the second group 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐶4 𝐶3 𝐶2 𝐶1 𝑀𝐶𝐸 

{a, b, c, e} {c, d} {d, e} {a, b, c} 𝑀𝐶𝐸1 

{a, d, e} {b, e} {c} {a, b} 𝑀𝐶𝐸2 

{c, d} {a, b} {e} {a, c, e} 𝑀𝐶𝐸3 

{d, e} {a, b, c} {c, d} {b, c, e} 𝑀𝐶𝐸4 

{a, d, e} {c} {b, c} {a, b} 𝑀𝐶𝐸5 

Clustering COM2 Smart cloud Base cloud All clouds 
Method 

 

𝑀𝐶𝐸 
|𝑁| |𝐵| |𝑁| |𝐵| |𝑁| |𝐵| |𝑁| |𝐵| |𝑁| |𝐵| 

68 2 35 2 70 2 65 2 46 3 𝑀𝐶𝐸1 

51 3 45 3 48 3 148 3 27 4 𝑀𝐶𝐸2 

49 2 50 3 48 2 128 2 32 3 𝑀𝐶𝐸3 

71 2 49 3 68 2 140 2 44 4 𝑀𝐶𝐸4 

54 2 30 2 56 3 112 2 32 4 𝑀𝐶𝐸5 

𝐶4 𝐶3 𝐶2 𝐶1 𝑀𝐶𝐸 

{a, e} {b, d} {c} {a, c, d} 𝑀𝐶𝐸6 

{c, d, e} {a} {a, b} {b, d} 𝑀𝐶𝐸7 

{c, e} {a, b, d} {a, e} {a, b, c} 𝑀𝐶𝐸8 

{a, b, c, d} {a, e} {c, e} {a, b, d} 𝑀𝐶𝐸9 

Clustering COM2 Smart cloud Base cloud All clouds 
  Method 

 

𝑀𝐶𝐸 
|𝑁| |𝐵| |𝑁| |𝐵| |𝑁| |𝐵| |𝑁| |𝐵| |𝑁| |𝐵| 

46 2 30 3 40 2 120 2 28 3 𝑀𝐶𝐸6 

49 2 35 2 50 3 104 2 28 4 𝑀𝐶𝐸7 

63 2 45 3 60 2 126 2 38 4 𝑀𝐶𝐸8 

57 2 38 2 60 2 57 2 40 3 𝑀𝐶𝐸9 
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Table 5. Summary and comparison of the reviewed mechanisms 

 

 

 

6. CONCLUSION AND FUTURE WORK 

In this paper, we reviewed some existing methods 

for service composition in cloud computing, 

explained each method and stated advantages and 

disadvantages of each method. Existing methods 

have been presented in two categories: single and 

multi-cloud environment. We reviewed and 

analyzed service composition mechanism that 

presented in a multi-cloud environment. Existing 

methods on the multi-cloud environment were 

compared on the data set mentioned in previous 

papers. Obtained results showed that existing data 

set and service files which are required for users 

request will affect obtained solutions for obtained 

optimal cloud composition and examined web 

service. Therefore, it cannot certainly be said which 

algorithm is better in finding optimal cloud 

composition. Also, it cannot certainly be said which 

algorithm has less examined web services or which 

algorithm has a minimum running time. However, 

the performance of clustering and base cloud 

methods is definitely better than other algorithms in 

finding optimal cloud composition. Also, all clouds 

and COM2 methods performance are definitely 

better than other algorithms in term of running time. 

Base cloud method uses more web services in 

comparison to other algorithms. There was a 

common problem among existing methods that is 

load balancing among cloud servers. Therefore, a 

challenging problem in future is to consider an 

algorithm that is able to establish load balancing 

among cloud servers. 

  

Disadvantages Advantages Main Idea Article 

 It fails in finding optimal 

cloud composition. 

 Fast implementation 

time. 

Considering all clouds as 

inputs and determining 

possible solutions. 

Zou, et al. [37]  

(all clouds) 

 

 Running time is very 

high. 

 Inefficient load 

balancing. 

 Finding optimal cloud 

composition in all cases. 

Recursively all cloud 

composition possibilities 

are considered until an 

optimal composition is 

identified. 

Zou, et al. [37]  

(base cloud) 

 Time consuming is high. 

 Inefficient load 

balancing. 

 Providing a near-

optimal cloud 

combination. 

Modeling an MCE as a 

tree and then identifying a 

sub-optimal cloud 

combination after 

searching for a service 

composition sequence. 

Zou, et al. [37] 

(smart cloud) 

 Inefficient load 

balancing. 

 Finding optimal cloud 

composition in some 

cases. 

 Running time is low. 

Ensuring that the cloud 

with the maximum 

number of service files 

always will be chosen 

before other clouds. 

Kurdi, et al. [38] 

 Inefficient load 

balancing. 

 Finding optimal cloud 

composition in all cases. 

 High combining ability. 

 

Providing a set of single 

web services with 

combining ability in order 

to satisfy the complex 

requirements of users. 

Rostami, et al. [39] 
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ABSTRACT 

Modelling for Orientation control of a Drill Machine 

belonging to a class of under actuated system is 

presented by duly catering for non-causality of the 

system. A single pair of electromagnetic poles ensure 

the orientation along x-axis and y-axis of the drill 

machine. Using the concept of pulse width 

modulation a controlling signal for the actuators 

which caters for all practical limitations of the system 

is generated. The derived discrete time equivalent 

model overcomes the practical limitation of control 

techniques used for such class of systems. A novel 

technique is introduced to avoid system becomes 

non-casual. A closed form based on discrete time 

equivalent model supported by simulation results 

will be helpful in designing overall feedback control 

for the orientation of the system.  

KEYWORDS 

Under Actuated System, Control, Casual systems, 

Pulse width Modulation 

1. INTRODUCTION

Under actuated systems are almost two to three 

decades old but with innovative ideas and latest 

trends this technological field offers new 

challenges to scientists and engineers for further 

research and experimentation. The ideas are not 

limited only for exploring new & innovative and 

versatile means of machining but field is open 

and rather more importantly to carry out further 

improvements including addressing of practical 

problems, improve efficiency, reduce wastages 

in terms of materials, time and maintenance cost 

etc, to carryout performance and error analysis 

in existing and already developed techniques 

[3],[4],[5],[6],[7],[8],[9],[10],[11],[12].  

The paper is sequel to [1] in which modelling 

of a two axis drill machine was presented. The 

drill bit is free to move along X & Y axis as 

shown in figure 1, while it spins or rotates about 

its z-axis. The movement in X & Y axis are 

executed or implemented by electromagnetic 

windings on the stator and permanent magnets 

mounted on the rotor which in this case is drill 

bit itself. The magnetic field produced by the 

poles of stator winding interacts with that of 

permanent magnets mounted on the drill bit 

produces a torque which in turns is used for 

changing the drill orientation. The stator poles 

are excited at a particular phase in every 

revolution. Due to the mounting and weight 

limitations a single pair of electromagnets was 

used and therefore the desired orientation is 

achieved only by using single actuation thereby 

reducing the dual axis actuation to single for a 

two degree of freedom control. Hence the 

Figure 1. Under-actuated Drill Machine [2]
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overall system reduces to under-actuated system 

as the degrees of freedom are greater than the 

number of control inputs. 

The solution provided by [2] is based on the 

unlimited magnitude of the actuating signal. In 

physical system such unlimited amplitude is not 

available as it leads to saturation. On the other 

hand if a constraint is put on the maximum 

amplitude of control signal then this will pose 

serious limitation on the control input which 

restricts the overall movement of the drill and 

leads to stability issues too. The proposed 

remedy to this limitation is the use of a Pulse 

Width modulation technique [13],[14],[15], in 

which a pulse of varying width having fixed 

amplitude is used. This resulted in overcoming 

the control effort limitation as well as provides a 

smooth control for precise movement of the drill 

bit [2]. However in case of pulse width 

modulating control signal, the challenge of 

causality remains. Here a novel technique is 

introduced to avoid system becomes non-casual.  

The remainder of the paper is organized as 

follows: section II covers the system description 

followed by modeling in section III. Section IV 

covers the discrete time equivalent model and 

Section V covers the causality issues followed 

by conclusions and references. 

2. SYSTEM DESCRIPTION

The plant is a small drill machine and its 

construction is shown in the figure 1[2]. It spins 

or rotates about its z-axis while the up & down 

and right & left movements are about x-axis and 

y-axis respectively. Due to the mounting 

limitations mainly because of its miniature size 

only a single pair of magnets is used. As the drill 

bit is rotating therefore both axis can be excited 

but only one axis can be excited at one time, thus 

converting the fully actuated drill machine into 

an under actuated system.  

Detailed description of drill machine was 

explained in detail [2]. The stator is a cylindrical 

body comprising of single phase winding while 

the rotor is a permanent magnet mounted on a 

spherical joint which is allowing its motion 

about the three axes. The two frames of 

reference one that is attached with the rotor 

(𝑋′, 𝑌′, 𝑍′) and the other with the stator (𝑋, 𝑌, 𝑍)
are shown in the Figure 2. When the stator coil 

is energized at specific roll instants a torque 

about the 𝑋′ axis of the rotor is generated. This

results the rotation of drill bit about its 𝑌′ axis.

As the rotor is spinning at ω radians per second 

therefore due to precession phenomenon the 

applied torque in one axis causes a motion in the 

axis which is perpendicular to itself and to the 

spin axis as well.  

3. MATHEMATICAL MODELING

A spinning drill bit with a high angular rate 

about z-axis resembles two degrees of freedom 

gyroscope, therefore following model of 

gyroscope [16] is used :- 

𝐽𝜃̈𝑥 + 𝑏𝜃̇𝑥 + 𝐻𝜃̇𝑦 = 𝜏𝑥 

𝐽𝜃̈𝑦 + 𝑏𝜃̇𝑦 − 𝐻𝜃̇𝑥 = 𝜏𝑦 (1) 

𝜃𝑥 𝑎𝑛𝑑 𝜃𝑦 are the angular position of the bit 

about 𝑋 & 𝑌 axes respectively while 𝜏𝑥 𝑎𝑛𝑑  𝜏𝑦 

are the applied torques in stator frame of 

reference. Due to single pair of pole is mounted 

on the rotor, the applied torque available in stator 

frame is given by (2) 

𝜏𝑥 = 𝑘𝑖𝜏 𝑐𝑜𝑠𝜔𝑡 (2) 

𝜏𝑦 = 𝑘𝑖𝜏 𝑠𝑖𝑛𝜔𝑡 

The (1) will be modified as (3) 

𝐽𝜃̈𝑥 + 𝑏𝜃̇𝑥 + 𝐻𝜃̇𝑦 = 𝑘𝑖𝜏 𝑐𝑜𝑠𝜔𝑡 (3) 

𝐽𝜃̈𝑦 + 𝑏𝜃̇𝑦 − 𝐻𝜃̇𝑥 = 𝑘𝑖𝜏 𝑠𝑖𝑛𝜔𝑡 

Figure 2. Frames of References 

Y’ Y 

X 

Z, Z’ 

X’ 
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The combined moment of inertia of the drill 

bit and permanent magnet along 𝑋 & 𝑌 axes is 

assumed to be same because of axis symmetry 

and is denoted by 𝐽  and 𝐽𝑧 about Z axis 

respectively. Whereas 𝑏 𝑎𝑛𝑑 𝐾𝑖 represents the 

coefficient of friction and torque constant. H 

being the angular momentum is given by the 

following relationship:- 

𝐻 = (𝐽𝑧 − 𝐽)𝜔 (4) 

To represent (3) in state space form, 

𝜃𝑥 𝑎𝑛𝑑 𝜃𝑦 are represented as  𝑥3 𝑎𝑛𝑑  𝑥4 

and 𝜃̇𝑥 𝑎𝑛𝑑 𝜃̇𝑦 as 𝑥1 𝑎𝑛𝑑 𝑥2. The applied 

torques 𝜏𝑥 and 𝜏𝑦 are represented as 𝑢1 and 𝑢2. 

Finally the state space representation in stator 

frame of reference is given in (5). 

𝑥1̇ = −
𝑏

𝐽
𝑥1 –

𝐻

𝐽
𝑥2 +

𝑘𝑖

𝐽
𝑢1

𝑥2̇ = 
𝐻

𝐽
𝑥1 –

𝑏

𝐽
𝑥2 +

𝑘𝑖

𝐽
𝑢2

𝑥3̇ = 𝑥1 

𝑥4̇ = 𝑥2

(5) 

The (5) can be written in matrix form (6), the 

output vector 𝑦(𝑡) is formed by 𝑥3 and 𝑥4states

and the input 𝑢(𝑡) is given by (7). 

𝑥̇(𝑡) = 𝐴 𝑥(𝑡) + 𝐵 𝑢(𝑡)

𝑦(𝑡) = 𝐶 𝑥(𝑡)
(6) 

𝑢(𝑡) = 𝜏 (7) 

𝐴 =

[
 
 
 
 −

𝑏

𝐽
−
𝐻

𝐽
0 0

𝐻

𝐽
−
𝑏

𝐽
0 0

1 0 0 0
0 1 0 0]

 
 
 
 

 , 𝐵 =

[
 
 
 
 
𝐾𝑖

𝐽
𝑐𝑜𝑠𝜔𝑡

𝐾𝑖

𝐽
𝑠𝑖𝑛𝜔𝑡

0
0 ]

 
 
 
 

 ,

𝐶 = [
0 0 1 0
0 0 0 1

] (8) 

The output vector 𝑦 comprises of angular 

positions 𝜃𝑥 𝑎𝑛𝑑 𝜃𝑦 in stator frame of reference. 

4. EQUIVALENT MODEL IN DISCRETE

TIME

Figure 3 depicts one actuation cycle of period 

T applied for one complete revolution of drill bit. 

Where ∆ defines the shift of rectangular pulse 

center from the start of revolution. It is actually 

the representation of phase of actuation. 

Whereas α is the fixed amplitude of the pulse. 

Pw defines the width of rectangular pulse and 

varies according to the requirement of the 

control signal magnitude on the lines of Pulse 

width modulation concept. This marks the 

difference in approach from the [2] where a 

pulse with fixed width having varying amplitude 

was used for the actuation.  

Using the input signal u(t) characteristics of 

figure (4) a closed  form is built by considering 

one complete revolution of the drill bit from time 

KT to (K+1)T. This model is developed by 

dividing the signal into three separate intervals 

i.e., interval I, II and III. It must be noted that

during interval I and III the system is un-

actuated. 

(K+1)T KT 

time t 

‖𝑢(𝑡)‖ 

Figure 3.   Single actuation cycle of period T 

Pw 

T 

α 
I II III 

∆ 
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4.1. Interval I : i.e., from 𝐾𝑇 → (𝐾𝑇 + ∆ −
𝑃𝑤

2
)  the states at (𝐾𝑇 + ∆ −

𝑃𝑤

2
)   using [17] 

are given by (9) 

𝑥 (𝐾𝑇 + ∆ −
𝑃𝑤

2
) = 𝑒𝐴(𝐾𝑇+∆−

𝑃𝑤

2
−𝐾𝑇)𝑥(𝐾𝑇)  (9) 

4.2. Interval II : i.e., from (𝐾𝑇 + ∆ −
𝑃𝑤

2
) → (𝐾𝑇 + ∆ +

𝑃𝑤

2
) using result of (9) we 

have (10) 

𝑥 (𝐾𝑇 + ∆ +
𝑃𝑤

2
) = 𝑒𝐴𝑃𝑤𝑒𝐴(∆−

𝑃𝑤

2
)𝑥(𝐾𝑇) +

∫ 𝑒𝐴(
𝑃𝑤

2
−∅)

𝑃𝑤

2
−𝑃𝑤

2

𝑑∅𝐵𝑈 (10) 

4.3. Interval III : i.e., from (𝐾𝑇 + ∆ +
𝑃𝑤

2
) → 𝑥((𝐾 + 1)𝑇) we have (11) 

𝑥((𝐾 + 1)𝑇) = 𝑒𝐴(𝑇−∆−
𝑃𝑤

2
)𝑥(𝐾𝑇 + ∆ +

𝑃𝑤

2
)(11) 

Substituting values from (10) into (11) we 

get:- 

𝑥((𝐾 + 1)𝑇) = 𝑒𝐴𝑇𝑥(𝐾𝑇) +

𝑒𝐴(𝑇−∆) ∫ 𝑒−𝐴∅
𝑃𝑤

2

−
𝑃𝑤

2

𝑑∅𝐵𝑈 (12) 

After further simplifying (12) we get:- 

𝑥((𝐾 + 1)𝑇) =̃ 𝑒𝐴𝑇𝑥(𝐾𝑇) + 𝑒𝐴(𝑇−∆) (𝑃𝑤 +

𝐴2𝑃𝑤3

24
+
𝐴4𝑃𝑤5

1920
)𝐵𝑈   (12)

Thus (12) describe the states at time (T+1) for 

a specific Pw and ∆. This was also verified from 

a simulation results as shown in figure 4, when 

same input signal is given to the drill bit model 

(8) and its derived solution (12). 

5. CAUSALITY ISSUES

One of the major drawbacks in using the 

concept of pulse width modulated control signal 

for this application is that the system actuation 

becomes non-causal. A system is said to be 

causal system if its output depends on present 

and past inputs only. Therefore the output of 

casual system depends on present and past 

inputs, i.e., y(n) is a function of x(n), x(n-1), x(n-

2), x(n-3). Mathematically it can be represented 

as  

 y(n) = x(n) + x(n-2) (13) 

Similarly a system whose present response 

depends on future values of the inputs is called 

as a non-causal system. Mathematically it can be 

represented as  

Y(n) = x(n) + x(n+1) (14)
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Figure 4. Comparison of Actual Plant with Derived model (12)
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CASE Condition 𝑖th Rotation ( 𝑖+1)th Rotation 

I 𝑖𝑓  {∆ − |
𝑃𝑤
2
|} ≤ 𝑡ℎ 

{
 
 

 
 𝛾 = (∆ − |

𝑃𝑤
2
|)

𝑡𝑠𝑡𝑎𝑟𝑡(𝑖) = 𝑡𝑠𝑡𝑎𝑟𝑡(𝑖) + 𝛾

𝑡𝑒𝑛𝑑(𝑖)  =   𝑡𝑒𝑛𝑑(𝑖) − (𝑡ℎ − 𝛾)

𝑠ℎ𝑖𝑓𝑡 = 𝛾 − 𝑡ℎ }
 
 

 
 

{

𝑡𝑠𝑡𝑎𝑟𝑡(𝑖+1)       =        𝑡𝑒𝑛𝑑(𝑖)
𝑡𝑒𝑛𝑑(𝑖+1)  =   𝑡𝑠𝑡𝑎𝑟𝑡(𝑖+1) + 𝑇𝑠
 𝑡ℎ  = (0.1 × 𝑇𝑠) + 𝑠ℎ𝑖𝑓𝑡

} 

II 𝑖𝑓  {∆ + |
𝑃𝑤
2
|} ≥ 𝑇𝑠 

{
 
 

 
 𝛾 = {(∆ + |

𝑃𝑤
2
|) − 𝑇𝑠}

𝑡𝑠𝑡𝑎𝑟𝑡(𝑖) = 𝑡𝑠𝑡𝑎𝑟𝑡(𝑖) + 𝛾

 𝑡𝑒𝑛𝑑(𝑖)  =   𝑡𝑒𝑛𝑑(𝑖) + 𝛾

𝑠ℎ𝑖𝑓𝑡 =  𝛾 }
 
 

 
 

III otherwise {

𝛾   =  0
𝑡𝑠𝑡𝑎𝑟𝑡(𝑖)    =   𝑡𝑠𝑡𝑎𝑟𝑡(𝑖)
𝑡𝑒𝑛𝑑(𝑖) =    𝑡𝑒𝑛𝑑(𝑖)

𝑠ℎ𝑖𝑓𝑡 = 0

} 

Table 1 Three possible cases for Sliding Adjustment 

Figure 5: Case I - Sliding Adjustment 

ith Rotation (i+1)th Rotation 

ith Observation  (i+1)th 

Observation 

γ γ 

Reference 

Pw region 

∆ 

th 

Reference 

Pw region 

∆ 

th 

KT 

time t 

‖𝑢(𝑡)‖ 

T 

α 

∆ 

Pw Pw 

th 

γ γ 

∆ 

(K+1)T 

th 
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(i+1)th Observation  

Figure 6: Case II - Sliding Adjustment 

ith Rotation (i+1)th Rotation 

(K+1)T KT 

time t 

Pw 

α 
I II III 

‖𝑢(𝑡)‖ 

∆ 

T 

th 

Pw  region 

∆ 
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γ=0 ith Observation  

∆ Pw  region 

th th 

KT 

Figure 7: Case III - Sliding Adjustment 
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A novel concept of sliding adjustment is 

introduced which effectively do not allow 

actuation to become non-causal. The three 

possible cases are graphically shown in Figure-

5, 6 and 7. Their mathematical representation is 

shown in Table 1. The center of the pulse “delta” 

has to be determined at the end of every rotation 

of the shaft and the actuation may become non-

causal for some values of ∆ as shown in Figure-

5 & Figure-7. An arbitrary threshold zone “th” 

is introduced so that the actuation should not fall 

within this zone. The observation is always at 

the start of zone which slides to deny the 

actuation to fall within “th” zone. As clear from 

the Figure-5 & Figure-7 that when the reference 

is changed for (i+1) rotation then the next 

observation is so placed as to avoid the system 

becomes non-causal and align the center of 

actuation with the reference. 

6. CONCLUSION

A closed form in discrete time domain is 

presented for orientation control of an under-

actuated drill machine. PWM approach was 

used to overcome the practical limitation of 

controlling signal. Sliding adjustment is 

effectively introduced to avoid system becomes 

non- casual. The same is supported by 

simulation results (Figure 8). The derived model 

is also verified by comparing it with actual 

model through simulations. The derived model 

is useful for designing the feedback control 

system for orientation control. An pulse 

equivalent area based technique [18] has already 

been developed for orientation control of similar 

model under discussion since the typical control 

techniques [19,20,21] are not applicable for this 

class of systems. However techniques like back 

propagation neural network [22] can be applied 

for orientation control of similar systems. 
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ABSTRACT 

 
This paper proposed a new vehicle diagnostic system 

which can combine and analyze C-CAN, B-CAN and 

analog signals and transfer their data and analyzing 

results to another mobile system by using LTE. By 

using this system to a vehicle, small-scale long-hour 

test is possible on actual running vehicle. This system 

was implemented and verified by testing for actual 

vehicle. 

 

KEYWORDS 

 
Vehicle, Diagnostic, CAN, Data communication, Data 

combine  

 

1 INTRODUCTION  
 

To diagnosis for abnormality of a vehicle, 

Controller Area Network(CAN) was identified. As 

methods, Chassis Controller Area Network(C-

CAN), Body Controller Area Network(B-CAN), 

and Analog Signal(AI) was developed. 

A majority of vehicle parts generate analog 

signal in order to operate sensor and actuator. 

Those devices support only C-CAN signal among 

the vehicle signals; therefore, it is not possible to 

diagnose parts that use B-CAN signal. On that 

account, it is essential to collect electric signal for 

an accurate diagnosis.  

In addition, conventional vehicle diagnostic 

devices are used when a vehicle is not running. 

However, the frequency of abnormal signal of an 

actual vehicle is high while a vehicle is running. 

The time of occurrence is not uniform either. In 

general, the critical part is to monitor multiple 

vehicles simultaneously and finding abnormality 

of vehicle in this situation in terms of improving 

the quality of vehicle substantially. 

This paper developed a new vehicle diagnostic 

system which can collect C-CAN, B-CAN and AI, 

combine and analyze, and transfer their data and 

their analyzing results to another mobile system 

by using LTE. This study secured the reliability of 

vehicle data with the differentiated performance 

from the conventional equipment through the 

synchronization with CAN communication and 

analog signal. 

Developed diagnostic system is able to diagnose 

abnormality of parts and search the cause hereof 

through the linked analyzed of synchronized AI 

signal and the segmented diagnosis. It is also able 

to reduce the unit cost of a purchaser by 

integrating a large number of individual diagnostic 

devices. Moreover, it is installed in an actually 

running vehicle as a system allowing for a small-

scale long-hour test. As a result, it is possible to 

identify the cause in a daily life. 

 

2 VEHICLE DATA AND DIAGNOSIS  
 

Abnormal signal of vehicle parts can be obtained 

as C-CAN, B-CAN, and AI.   

 

2.1 Obtain Vehicle Data 
 

(1) C-CAN 

C-CAN can be defined as CAN communication to 

transmit and receive driving information. C-CAN 

data can be acquired through the equipment called 

vehicle diagnostic equipment or vehicle diagnostic 

device. One can conduct self-diagnosis of a 

vehicle through connecting this equipment to On 
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Board Diagnosis (OBD) port of a vehicle. Some of 

the prominent domestic devices thereof include 

'Carmanscan' of Nextech and 'G-Scan' of GIT. C-

CAN is able to measure airbag control module, 

parking guide module, vehicle diagnostic module, 

electronic parking brake module, tire pressure 

monitoring module, lane departure detection 

module, smart cruise control module, ABS control 

module, etc[1]. 

 

(2) B-CAN 

B-CAN can be defined as CAN communication 

transmitted/received by the module used in vehicle 

body. B-CAN data cannot be used as a vehicle 

diagnostic device due to rate difference. Thus, a 

separately manufactured device based on 

individual CAN data collection devices has been 

used so far. Some of these individual CAN data 

collection devices include ‘VN Series’ of Vector 

and ‘NI-CAN 8473’ of National Instruments. The 

modules to be measured by B-CAN are driving 

seat door module, passenger seat door module, 

power trunk module, steering tilt/telescopic 

module, smart key control module, etc.[1]. 

 

(3) AI 

AI can be defined as Basic input and output signal 

of all electrical equipment of vehicle. AI can be 

obtained by using an oscilloscope or Data 

Acquisition(DAQ) equipment of the vehicle.  

 

2.1 Vehicle Data Diagnosis 

 

In spite of most C-CAN data, B-CAN data and AI 

are generated simultaneously when they are 

running, these data can be measured when vehicle 

is not running stage, but test stage. So, these data 

can be measured C-CAN, B-CAN and AI 

separately. That is to say, no proper data 

synchronization is established with the 

conventional method. It shows the essential 

signals for obtaining the abnormal signals in a 

vehicle. 
However, there is actually a high occurrence 

rate of abnormal signals when a vehicle is moving. 
Thus, it is required to conduct a study on 
diagnosing problems of a vehicle accurately and 
determine presence of abnormality. 

The vehicle diagnostic method only based on the 

existing C-CAN information allowed for only one-

directional diagnosis. However, the method 

proposed in this thesis makes it possible to 

diagnose abnormality of parts and search the cause 

hereof through the linkage analysis of 

synchronized AI signal and the segmented 

diagnosis. It also allows us to integrate those 

individual diagnostic devices. As a result, it will 

likely allow buyers to reduce unit cost. In addition, 

it is the system that allows for a small-scale long-

hour test. Thus, it can be installed in an actually 

running vehicle in order to identify the causes in 

everyday life. That is to say, it makes it easier to 

conduct a remote test of vehicle status for a long 

time; thus, it is expected to contribute to 

developing a vehicle and improving research 

reliability. There are many researches for vehicle 

diagnosis[2-7]. 

 

3 CAN COMMUNICATION 

 

3.1 Concept  
 

 
 

Figure 1. Concept of Vehicle Data Acquisition 

 

 CAN communication is the serial network 

communication method designed for 

communication between micro controllers. 

It is an economic and reliable communication 

method through which multiple CAN devices can 

communicate with each other. It controls multiple 

ECUs with a single CAN interface; thus, it is able 

to reduce the overall cost and weight of a vehicle 

and improve the system control rate and 

reliability. Moreover, each device has CAN 

controller chip; thus, it is able to control each 

system efficiently. CAN is the standard protocol 

for both ISO (International Standards 
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Organization) and SAE (Society Automotive 

Engineers). 

It conducts multi master communication. All of 

CAN controllers perform the role of a master; 

thus, they can be utilized when desired. Since only 

two lines are used, the length of wire to be used is 

short since there is almost no addition of line even 

though many controllers share bus. Moreover, it 

provides plug and play so that CAN controllers 

can be connected to and disconnected from bus. It 

has priority and it makes it convenient to apply 

distributed control of ECU. Also, it can selectively 

receive only those set IDs and it can conduct 

communication in distance of about 1km[8]. 

 

3.2 CAN BUS 

 

CAN is not interfered by electromagnetic wave. 

However, when electromagnetism collides directly 

with bus, bus lines on both sides will be affected 

and there will be EMI (Electro Magnetic 

Interference). For impedance matching for 

preventing it, resistance treatment of 120R shall be 

conducted at the end node when configuring the 

node. 
 

Figure 2. Concept of CAN BUS 

 

3.3 CAN Communication 

 

(1) H-CAN 

H-CAN uses voltage of 2.5V to 3.5V and it 

conducts high-speed communication of more than 

200Kbit/sec. 

 

(2) L-CAN 

L-CAN uses voltage of 1.5V t 2.5V and it is used 

with the speed between 33.33Kbit/sec and 

125Kbit/sec. 
 

 

Figure 3. Voltage Levels of H-CAN and L-CAN 

 

3.4 Characteristics of CAN Communication 

 

There are many factors behind an occurrence of 

failure in CAN system. Of those, some of the most 

prominent factors include wiring of components, 

accurate endpoint of bus and compliance with the 

maximum bus length. Wiring should have no 

electrical connection between lines.  

It should be within the values allowed by line 

resistance and line impedance. Lastly, line 

opening/closing and ground resistance must be in 

compliance with the pre-determined range. 

Furthermore, it is imperative to eliminate other 

failure causes separately from wiring due to the 

phase of CAN and arbitration mechanism. To 

prevent signal reflection, CAN bus should be 

terminated with one 120-Ohm resistance on both 

ends. In addition, the maximum bus length should 

not be exceeded. 

It is required to eliminate additional causes of 

failure that would affect the operation and 

reliability of system through review when setting 

it. Of those, such cases as clear failure and 

confusion of signal lines, etc. cause 

communication problem. Moreover, the entire 

common-mode voltage and signal level, which 

were transmitted, are measured; therefore, it is 

also imperative to secure an sufficient level of 

quality of transmitted signals[9]. First, signals 

shall be placed within the range of 1.5V to 3V in 

accordance with the standard (ISO 11898-2, high 

speed), and VCAN_L shall be higher than -2V and 

VCAN_H shall be less than 7V as common-mode 

voltage. In particular, any failure caused by signal 

quality often cause serious problems that would 

result in a significant amount of cost to solve the 

causes hereof. 

 

International Journal of New Computer Architectures and their Applications (IJNCAA) 6(2): 57-64 
The Society of Digital Information and Wireless Communications, 2016 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)

59



4 PROPOSED VEHICLE DIAGNOSTIC 

SYSTEM 

 

4.1 Combine CAN Data 

 

Measurement and data transmission works have 

been conducted only by using C-CAN. However, 

B-CAN is not equipped with a vehicle diagnostic 

module; thus, B-CAN communication module 

cannot easily conduct failure diagnosis just like C-

CAN module. 

For B-CAN module, a vehicle maintenance 

technician should conduct dissemble work for 

failure diagnosis. Also, it is required to diagnose a 

failure with those individually manufactured 

failure diagnosis for each B-CAN communication 

module or check analog signals generated by each 

B-CAN module by using such an analog signal 

test equipment as multi-meter or oscilloscope. It is 

required to extract valid data or signal manually 

out of the collected data or signals when a vehicle 

maintenance technician diagnoses a failure of B-

CAN communication module by using an 

individually manufactured failure diagnostic 

equipment or analog signal test equipment. On 

that account, it has a lot of time consumption and 

it is inefficient. Also, the efficiency and reliability 

of overall inspection and verification work will be 

lowered. Moreover, such CAN communication 

modules as C-CAN module and B-CAN module 

are not able to generate analog signal through their 

own actuator (or sensor) when they are broken 

down. As a result, the corresponding actuator that 

could not receive the above-mentioned analog 

signal could not be operated even though it is in 

normal mode.  

In this case, the corresponding actuator might 

be unnecessarily repaired or replaced if a vehicle 

maintenance technician misjudges it as a failure. 

To solve the aforementioned problem, it will be 

required to analyze a failure after synchronizing 

analog signal and CAN signal. However, the 

current system stores CAN signal and analog 

signal separately for analysis.  

Thus, it has a difficulty of determining presence 

of abnormality for signals in the same time slot. 
 

 
 
Figure 4. Combine CAN Data 

 

4.2 Detect Abnormal Signal 

 

There are 4 cases for CAN signal and AI signal. 

Among 4 cases, 2 cases are failure of diagnosis. 

Fig. 5 shows these cases.  

 

 
 
Figure 5. Failure diagnosis 

 

If CAN communication module outputting 

CAN signal and analog signal is normal, then 

analog signal is changed simultaneously as CAN 

signal is changed as shown in Fig. 5 (a) during the 

synchronization collection period, in other words, 

the pre-determined time interval (t). Also, analog 

signal can be changed a certain time delay after 

CAN signal is changed as shown in Fig. 5 (b). 

Here, analog signal will not be changed even 

though CAN signal is changed as shown in Fig. 

5(c) during the synchronization collection period, 

in other words, the pre-determined time interval (t) 
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when CAN communication module that generates 

CAN signal and analog signal is failed. Also, 

CAN signal is not changed even though analog 

signal is changed as shown in Fig. 5(d). As can be 

seen above, it is not necessary to use the 

conventional type of portable vehicle diagnostic 

device that was mentioned in the previous 

technologies, the failure diagnostic device 

produced separately for each communication 

module or such analog signal test devices as multi-

meter and oscilloscope. 

As a result of detecting a change in the above 

CAN signal and analog signal that were collected 

during the synchronization collection period, in 

other words, the pre-determined time interval from 

the aforementioned signal collection device, the 

above diagnostic device determines that CAN 

communication module, which generates CAN 

signal and analog signal, is broken down unless a 

change in either of the two signals is not detected. 

Therefore, it is possible to diagnose promptly, 

accurately and easily a failure of all CAN 

communication modules installed in a vehicle 

regardless of whether it is a chassis-CAN 

communication module connected to a vehicle 

electronic control device through chassis-CAN or 

the above body-CAN communication module 

connected to a vehicle electronic control device 

through body-CAN regardless of the type of CAN 

that connects a vehicle electronic control device to 

CAN communication module. 

 

5 IMPLEMENTATION OF PROPOSED 

SYSTEM 

 

5.1 CAN Communication 

 

In this study, CAN protocol is employed, and it is 

shown at Fig. 6 and Fig. 7. 
 

 
 

Figure 6. Diagram of CAN 

 

Figure 7. CAN BUS Connection 

 

To connect CAN BUSes, twisted pair is 
employed. Fig 7. Shows CAN BUS connection, 
and Fig. 8 shows structure of CAN Data. 

It is less influenced by noise since it uses twist 
pair wire. Moreover, it communicates in parallel; 
thus, the weight of a vehicle is reduced and the 
production unit cost is lowered. The reliability and 
scalability of system is excellent. 

 

 

(a) Standard CAN   (b) Expansion CAN 

Figure 8. Structure of CAN Data 

 
Moreover, it has OBD2 terminal; thus, it allows 

us to verify data that is transmitted to and received 
from outside. It has priority of IDs; thus, it first 
processes more important operating signals and 
then processes other operating signals. It is 
connected through two twist pair wires based on 
the communication method that shares data by 
connecting multiple ECUs in parallel. CAN bus is 
the serial communication protocol as shown in Fig. 
6. The message content and priority are to be 
determined by ID (identifier) rather than address. 
All nodes utilizes the common Baud rate. In 
general, network system represents connecting 
point as a node. Sometimes, it refers to the end 
point of data transmission and reception. 

In computer communication, those computers in 
use are called node. In vehicle communication 
control, it represents ECU connected to each bus 
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line. Baud rate is used as the unit to represent data 
communication rate in a micro-controller. In 
general, the transmission rate of micro-controller is 
often represented as modulation rate. Bps (bits per 
sec) represents the capability of transmitting data 
per second, whereas Baud rate represents the 
capability of modulating data per second. 

CAN is classified into the following two modes: 
standard CAN(v2.0A) having 11-bit identifier in 
accordance with the length of identifier field 
placed in a message and expansion CAN(v2.0B) 
having 29-bit identifier. CAN 2.0A controller is 
able to transmit and receive only those messages in 
the standard CAN format. Even when it receives a 
message of expansion CAN 2.0B, it ignores the 
data. That is to say, the message data transmitted 
from CAN 2.0A is only valid. However, CAN 
2.0B controller is able to transmit and receive both 
message formats (standard CAN and expansion 
CAN). Fig. 8. shows the comparison between 
standard CAN structure and expansion CAN 
structure. 

In Fig. 8, Start Of Frame(SOF) is displayed as 
the beginning part of frame. It has a default value 
of "0". Arbitration field has 11-bit identifier(ID) 
and remote transmission request(RTR) bit. When 
the bit value is "0", it indicates that CAN message 
is data frame. When the bit value is "1", it indicates 
that CAN message is RTR. That is to say, it 
indicates that CAN message is in the state of 
remote frame rather than data frame. Control field 
is configured in 6 bits. Also, it consists of R0 and 
R1 having 2 "0" values for future use and 4-bit 
data length code (DLC) meaning the number of 
bytes in the data field. Data field is configured in 0 
to 8 bytes including data to be transmitted from the 
transmission node to the reception node. Cyclic 
Redundancy Check(CRC) field continue to have a 
value of "1" indicating the end of data field with 
17-bit CRC code. Acknowledge(ACK) field is 
configured in 2 bits. The first bit the slot bit having 
value of "0". It can be recorded as transmitted 
value of "1" when there are other nodes that have 
successfully received a message. End Of 
Frame(EOF) Filed is configured in 7 bits and 3-bit 
intermission Field follows. It informs the end of a 
message. 

Expansion CAN is included after arbitration 
field is classified into two CAN message 
identifiers. The first field (basic ID) has 11-bit 
length and will be compatible with 2.0A. The 

second field (expansion ID) has 18-bit length and 
ID is configured in a total of 29 bits. There is 
Identifier Extension between two ID fields; 
thereby, distinguishing two ID fields. Substitute 
Remote Request(SRR) bit belongs to arbitration 
field. It always transmits value of "1" in order to 
arbitrate standard data frame and expansion data 
frame arbitration. If standard data frame and 
expansion data frame have the same basic ID (11 
bits), then standard data frame will have priority 
and those other fields in 2.0B message frame will 
be identified as standard message format. 

 

5.2 Analyze CAN 

 

Fig. 9 shows voltage and CAN data at same time 

zone. 
 

 

Figure 9. Voltage and CAN Data 

 
Fig. 9 shows whether it is a failure of CAN 

equipment or analogue output equipment by 
reading the data stored in real-time and comparing 
CAN signal and analogue signal.  

As a result of detecting a change in the above 
CAN signal and analogue signal that were 
collected during the synchronization collection 
period, in other words, the pre-determined time 
interval from the aforementioned signal collection 
device, the above diagnostic device determines that 
CAN communication module, which generates 
CAN signal and analogue signal, is broken down 
unless a change in either of the two signals is not 
detected. Therefore, it is possible to diagnose 
promptly, accurately and easily a failure of all 
CAN communication modules installed in a 
vehicle regardless of whether it is a chassis-CAN 
communication module connected to a vehicle 
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electronic control device through chassis-CAN or 
the above body-CAN communication module 
connected to a vehicle electronic control device 
through body-CAN regardless of the type of CAN 
that connects a vehicle electronic control device to 
CAN communication module. 

As a result, analytic results are draw 6 data per 
channel on multi-graph, and shown at Fig. 10. 
 

 

Figure 10. CAN Data Analysis 

 

5.3 Hardware Design and Application 

 

Equipment Design for Detection of Abnormal 

Signals of Vehicle is implemented, and shown at 

Fig. 11. 
 

 
Figure 11. Hardware design using NI module 

 

Fig. 11 shows following items and their 

characteristics. 

  

 NIsbRIO :  Real time OS 

                    Analog Input 16ch 

                    Analog Output 4ch 

                    Spartan-6 LX45 FPGA 

                    40 ~ 85 

 

NI9853 :   5VDC voltage 

                  2 CAN Port 

                  1 Mbits/s 

                  Sleep / Wakeup mode 

 

NI9221 :   Analog Input 8ch 

                 -60v ~ 60v range 

                 12bit sampling rate 

                 100 KS/s/Ch 

 

 LabVIEW : Software 

 

Here, LED indicating power status and error 

status is installed at the front side in order to 

identify the status of corresponding equipment.   

The back side is designed in a way that B-CAN, 

C-CAN and analog 24 channel can be used. The 

proposed instrument is an embedded system with 

a FPGA-based Real Time OS. 

In this study, proposed methodology is applied 

real vehicle Hyundai Sonata LPI, and shown Fig. 

12. 
 

 

Fig. 12. Application of Vehicle(Hyundai Sonata) 

 

6 CONCLUSION 
 

A new vehicle diagnostic system using data 

combine and communication is developed. Main 

features of the research as follows:  

1) A system is designed to determine the 

presence of abnormality in a vehicle by receiving 

data through LTE network in addition to 

identifying abnormality after collecting vehicle 

related data. 

2) Perform the status monitoring and saving of a 

vehicle with voltage signal by collecting both 

high-rate network signal and low-rate network 

signal of a vehicle is possible. 
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3) The device can operates and saves with its 

own battery while measuring vehicle data and 

electrical signal in a synchronized state. 

4) Transmit data by using LTE network is 

possible. 

5) Developed methodology is applied to Hyundai 

Sonata LPI which is real vehicle models. It utilizes 

the software based on the analysis algorithm in the 

data verification process. Minimize the required 

time in the verification process and to allow users 

to secure the expandability of vehicle signal (CAN 

signal) is possible. 
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ABSTRACT 

Data integration from different data sources may result 
in data inconsistencies due to different representation of 
the same objects at the data source. Many researchers 
have tried to solve this problem manually or using source 
features.  None of them took the user’s preferences to 
source features into account. This paper proposes using 
fuzzy logic with multiple constraints, in accordance with 
user preference, to resolve inconsistencies. This approach 
uses token-based cleaner, a content based inconsistency 
detection algorithm, to detect inconsistencies. Then, uses 
fuzzy logic to resolve inconsistencies. An experiment was 
conducted using our fuzzy algorithm on a trained dataset 
that reflects our designated point of view. The result 
indicates that multiple constraints decision making is a 
suitable technique for resolving inconsistencies. 

KEYWORDS 
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1 INTRODUCTION 
When trying to connect information sources that 

were developed independently, even if they are 
intended to be used in the same domain and hold the 
same kind of data, sources differ in many ways, this 
problem is called the Heterogeneity Problem. Data 
integration is the process of taking several databases 
or other information sources and making the data in 
these sources work together as if they were a single 
database [1]. 

Data inconsistencies are bound to appear, as a 
result of the heterogeneity problem. Not only does the 
detection of the records that represent the same object 
is needed, but also, records that make reference to the 
same entity are combined by fusing them into one 
representation and resolving any conflicts from 
different data sources [15]. 

There could be two levels of inconsistencies [1]: 

• Schema Level Inconsistency due to the
different data models, or naming, such as one system 
uses gender and the other uses sex, and structure 
conflicts. Structure conflicts refer to, within different 
sources, the same object exists in different 
representations, within the same domain.  

• Instance level inconsistencies happen because
data in the sources may be expressed in several 
natural languages, different ways of measurement 
systems, in other cases, there are discrepancies in the 
facts among the sources in data values that express 
the objects [2]. Resolving conflicts on the Instance 
level is a major activity in systems that integrate data. 
No system that integrates data can return a consistent 
answer to a user’s queries if these conflicting data are 
not fixed. Conflicts on the instance level have 
received significantly much less attention, than 
conflicts on the schema level, and only recently has 
the importance of these types of conflicts increased, 
because of the major role they play in the procedure 
of integration of data. Instance-level conflicts are 
credited to low quality of data, problems in the data 
collection procedure, the data entry procedure, or 
because sources are not kept up to date [1]. 

Data sources have their different characteristics 
and quality criteria (Timeliness, Cost, Accessibility, 
Accuracy...etc.). Data sources vary in recency; some 
data result from more accurate sources than others. 
Integrating data from different data sources will yield 
data inconsistency. To be able to resolve 
inconsistencies in data, it is sensible to check the 
provider’s data qualifications and, the user’s 
preference to quality criteria. Some users desire a 
lower timeliness or an increased accessibility, 
according to their needs [2]. 

In this paper, it is suggested to use data source 
quality measures together with user preference to 
resolve data inconsistencies caused by data 
integration. Fig. 1 shows the framework for resolving 
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inconsistencies. The user poses the query to the 
enhanced token-based cleaner module, it queries the 
data sources, and returns a dataset called the 
Polyinstance. It is then, processed by the Fuzzy 
Inconsistency Resolution Module (FIRM) which, in 
turn, returns a clean dataset to the user. In our 
methodology, data source quality criteria and user 
preferences are used as the bases to a fuzzy multi-
constraints decision making procedure to select the 
"best" data source’s data as the solution the 
inconsistency. The results of the experiment indicates 
that the performance of the algorithm is ideal. 

Inconsistency resolution procedure involves 
choosing one source for a data item from a universe 
of sources a set of constraints or a quality vector. 
Evaluation of how well does each source satisfy each 
quality attribute and combine the weighted quality 
attributes into the source selection procedure to get 
the best answer is needed.  

The organization of the paper is as follows. 
Section 2 gives a review of the inconsistency 
detection and resolution trails in literature. Section 3 
describes the fusion algorithm. Section 4 justifies the 
outcomes of the experiment and gives an evaluation 
of the algorithm. Section 5 concludes the contribution 
of the paper. 

2 APPROACHES TO INCONSISTENCY 
RESOLUTION 

Data integration and inconsistency handling 
techniques are addressed in many researches. Object 
fusion in mediator systems [8] is a data integration 

system with inconsistency resolution module where 
precision degrees of the sources can be considered 
when defining the mappings. It means that one source 
is preferred over the other in case of conflicts, and, no 
assignment for the different qualifications of the 
participating data sources (Accuracy, Clearance, and 
Etc.). This technique has a limited amount of 
mappings between the participating data sources, and 
the global schema. It avoids dealing with 
inconsistencies where it takes a pre-determined 
decision about how to deal with conflicts when 
encountered. This decision is based on taking the data 
from the preferred source. HUMMER [9, 11] is a data 
Integration system that integrates heterogeneous 
sources into a single, and consistent view. It consists 
of a      three-step process: Schema mapping, 
Duplicate detection, and data fusion. However, it 
considers all the participating data sources to have the 
same qualifications. Multiplex [7, 10, 12] provides an 
approximation of the true answer by sandwiching it 
between a lower bound set of accurate but incomplete 
answers, and, an upper bound set of complete but, not 
accurate answers. It had many limitations. It cannot 
identify the same object as one if it is described 
slightly differently and, assumes that all sources have 
the same qualifications. Fusionplex [7, 16] assumes 
the Multi database model offered in [10] with some 
extensions. It tries to avoid the defined limitations of 
that model, where it applies pre-defined conflict 
resolution policies defined with the global schema 
based on the quality of data sources and other quality 
parameters provided by the user to answer user's 
queries. For each global schema attribute (construct), 
it defines a policy and, uses these policies when 
facing conflicts. However, it is only valid for a 
federated database, all columns of the data source 
inherit the source’s features, and fuses closely 
semantically related attributes separately. It does not 
deal with the imprecision of established pre-defined 
conflict resolution policies. 

The literature suggests identifying objects based 
on its content, then, resolving any inconsistencies 
using quality measures of the data source. The 
inconsistency resolution algorithm needs to consider 
the imprecision of the data source quality measures, 
and the Imprecision in decision making (choosing 
which data source to use) which the fuzzy set theory 
can be used to model and, define the criteria and the 
importance of the criteria. 
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The Enhanced Token-Based Cleaner [1] proposed 
a technique for inconsistency detection and resolution 
based on what the data sources contain. It is a suitable 
algorithm to detect inconsistent data. It stores in a 
repository called fusion metadata the key fields which 
are chosen by the user and other data which aids the 
technique to create a token used to identify 
inconsistent duplicate data. It contains three modules: 
data integration module, inconsistency detection 
module, and inconsistency resolution module. Data 
integration module and the inconsistency detection 
module are used to detect the records representing the 
same real-world object. Then, the inconsistency 
resolution module fuses attributes based on a set of 
quality measures. These quality measures are set by 
the system designer not calculated and, it does not 
include the user preference for some system quality 
measures over the others.  

The proposed extension to this method bears the 
user preference in mind. Thus, giving a more 
desirable answer to the posed query. A user may pose 
a query with the cost in mind over accuracy or 
Timeliness over Accessibility.  

There is a problem with the accuracy and the 
imprecise measurements of the source and attribute 
quality, and the imprecise entry of the user’s 
preferences making the use of fuzzy logic a very 
beneficial since fuzzy logic is tolerant of imprecise 
data. 

Fig. 2 shows that the Enhanced Token-Based 
cleaner contains three modules [1]: 

1. Data integration module: to define the data
integration environment. 

2. Inconsistency detection module: to detect
duplicates 

3. Inconsistency resolution module: to resolve
the detected in the inconsistency detection module. 

After the data integration module is finished, the 
result is a constructed dataset, Polyinstance that has 
the required fields, and detectors. The Enhanced 
Token-Based duplicate detection algorithm, where 
the authors described an algorithm that detects 
duplicates, where the defined algorithm detects 
duplicates based on a set of user chosen fields which 
have the highest confidence to define most uniquely 
identify the duplicates. The Inconsistency Resolution 

Module follows these steps to resolve 
inconsistencies: 

1. The input of this module is the detected
duplicates with the defined surrogate key. 

2. Cluster the Polyinstance to a set of polytuples,
each polytuple is a set of records detected to represent 
the same object with the defined surrogate key for 
these records.  

3. Split each polytuple to a set of mono-
attributes, each mono-attribute is the cluster key, plus 
one attribute from the polytuple, if this attribute is 
semantically dependent on another attribute then add 
this attribute to this mono-attribute to become a 
cluster key and dependent attributes. 

4. Using the mono-attributes fuse each attribute
into one value using Fuzzy Logic and attribute 
preferences. 

5. Join the mono-attributes using the defined
key. 

Repeat steps 3, till 5 with each polytuple. 

3 FUZZY INCONSISTENCY RESOLUTION 
MODULE (FIRM) 

A user poses a query and his preferences to the 
source quality criteria to the Enhanced token-based 
cleaner. It receives the query, integrates the data, 
detects duplicates, and returns a Polyinstance 
containing the detected duplicates and their source. 
Passes the Polyinstance to the Fuzzy Inconsistency 
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Resolution Module to get a clean, and integrated 
dataset. 
A. Multiple Constraint Decision Making 

In nearly every real life problem uncertainty is 
present. Generally, measurements causes 
uncertainty. The boundaries of ways of measuring 
with instruments and unavoidable problems in way 
of measuring causes it. In many problems, from the 
confusion and lack of clarity rooted in our languages 
uncertainty emerges. The theory of fuzzy sets was 
presented by Prof. Lotfi A. Zadeha in seminal paper 
in 1965. With the imprecise boundaries of these sets. 
Fuzzy rule bases are "a series of fuzzy operators to 
fuzzify, aggregate and then map the input 
membership values onto an output domain, and then 
aggregates and defuzzify the membership values of 
the resultant variables" [6, 13, 14].  

In the procedure of choosing a data source with a 
consistent answer, multiple objectives constraints the 
decision process and the importance of each one of 
these objectives is different. Now, consider that in the 
choice process maximizing the accuracy and 
minimizing cost is required. A user may give a higher 
weight for accuracy emphasizing its importance over 
the cost.  Two main problems with multi-objective 
decision making are to obtain information that is 
meaningful about the satisfaction of the objectives by 
the many options (data sources) and also to weight 
the relative influence of each one of the options to 
the decision maker. 

An algorithm to choose a consistent data source 
from a set of data sources has been described by 
T.J.Ross [3]. 
B. System Inputs 

 The inconsistency detection module constructs a 
Polyinstance containing detected duplicates with the 
defined surrogate key, (Table 1), together with the 
source features which are stored in the fusion 
metadata (Table 7). 

1) Example
 Split the Polyinstance (Table 1) into clusters of 

duplicates (Table 2). Then split the clustered 
Polyinstance further into mono-attributes based on 
the semantic dependency.   

• Mono attribute 1 (Table 3): This mono
attribute constructed only from MName, which is not 
semantically dependent on any of other attributes.  

• Mono attribute 2 (Table 4): this mono attribute
is constructed from MAddress and ZipCode where 
both attributes are semantically dependent on each 
other.  

• Mono attribute 3 (Table 5): this mono attribute
is constructed from DoB. 

2) Measuring Source Quality

Different areas have been discussed data quality, 
like computer science, statistics, and management. 
Choosing quality measures to distinguish between the 
quality of data sources is the beginning of any activity 
related with data quality. In this research four quality 
measures are chosen, as a sample for the quality 
measures that can be used: 

a) Accuracy[4]

Measures the similarity in a value v to a value v', that 
is the real value of an object that v aims to represent. 

b) Timeliness[4]

Concerns how current the data is. If an owner of a car 
is up to date, meaning that, the car registration 
corresponds to the current owner of the car, then the 
timeliness is high. 

c) Cost[5]

The cost is a measure of how much money will be 
paid in case of deciding on using a specific data 
source. 

d) Accessibility[5]

The accessibility dimension reflects the ease of 
attainability of the data.  
(Table 7) shows a sample source features metadata. 
C. FIRM Algorithm 

Define n data sources, },...,,{= 21 naaaA , and r 
objectives, },...,,{= 21 rOOOO . Let

iO be objective 
number i. Then, the membership degree of an 
alternative, a, in

iO , )(aOiµ , is the degree to which 
an alternative a meets the expectations the criteria 
for the objective. Consider a set {P} constrain to 
being linear and ordinal, be a set of preferences. 
The decision function is given by associating each 
objective with a weight expressing its influence to 
the maker of the decision. This function is expressed 
by intersecting r-tuples, known as the decision 
measure, M(Oi,bi), involving preferences and 
objectives. 

),(.....),(),(= 2211 rr
bOMbOMbOMD ∩∩∩  (1) 

For any alternative a classical inclusion can replace 
the decision measure, a, on the form  

)(=)(=)),(( aObaObbaOM iiiiii ∨→  (2) 
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The joint intersection of r decision measures will be a 
sensible decision model,   

)(=
1

ii

r

i

ObD ∪
=

I  (3) 

The optimum solution, a ., is the alternative that 
maximizes D. define; 

)(= ii ObCi ∩  
 , hence  )](),([=)( aamaxa

i
O

i
bi

C µµµ  (4) 

Table  1: Polyinstance 

 TupleNo MID MName Maddress ZipCode MSalary DoB Source 
1 256 Mohamed Cairo 12346 2000 10/12/1980 S1 
2 256 Mohamed Fayoum 12348 2000 NULL S2 
3 256 Ahmed Giza 12346 3000 10/10/1985 S3 
4 511 Karim Giza 12346 3000 NULL S1 
5 511 Karim Alex 23456 4000 27/8/1960 S2 
6 511 Karim Alex 23456 5000 NULL S3 

Table  2: Clustered Polyinstance 

 Cluster 1 Polytuple 1 
TupleNo MID MName Maddress ZipCode MSalary DoB Source 

1 256 Mohamed Cairo 12346 2000 10/12/1980 S1 
2 256 Mohamed Fayoum 12348 2000 NULL S2 
3 256 Ahmed Giza 12346 3000 10/10/1985 S3 

Cluster 2 Polytuple 2 
TupleNo MID MName Maddress ZipCode MSalary DoB Source 

4 511 Karim Giza 12346 3000 NULL S1 
5 511 Karim Alex 23456 4000 27/8/1960 S2 
6 511 Karim Alex 23456 5000 NULL S3 

Table  3: Mono Tuple 1 MName 
 Cluster# MName Source 

1 Mohamed S1 
1 Mohamed S2 
1 Ahmed S3 

Table  4: Mono Tuple 2 MAddress, ZipCode 
 Cluster# MAddress ZipCode Source 

2 Cairo 12346 S1 
2 Fayoum 12348 S2 
2 Giza 12346 S3 

Table  6: Fusion Criteria Granularity 
 Metadata Name Granularity 

Timeliness attribute 
Accuracy attribute 

Cost source 
Availability source 

Table  7: Source Features Metadata 

 Source Accessibility Cost 
S1 0.2 0.7 
S2 0.4 1.0 
S3 1.0 0.4 

MName Timeliness Accuracy 
S1 0.4 1.0 
S2 1.0 0.5 
S3 0.1 0.5 

MAddress—ZipCode Timeliness Accuracy 
S1 0.4 1.0 
S2 1.0 0.5 
S3 0.1 0.5 

DoB Timeliness Accuracy 
S1 0.4 1.0 
S2 1.0 0.5 
S3 0.1 0.5 

Table  5: Mono Tuple 3 DoB 
 Cluster# DoB Source 

3 10/12/1980 S1 
3 NULL S2 
3 10/10/1985 S3 
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Then, the optimum solution, expressed in a 
membership form, is given by  

)}](),.....,(),({[=*)(
11

aaaminmaxa
i

CCCAaD µµµµ
∈

(5) 

If a numerical tie occurs among two or more 
alternatives. A special procedure shall be followed. If 
x and y, are two alternatives, and their decision values 
are equal, that is; 
 D(x) = D(y) = )]([ aDmax Aa∈

 , where a = x = y. 
Since D(a) = )]([ aCimin i

, there exists some alternative 
k such that, )()( xDxCk =  and some alternative g such 
that  )()( yDyCg = . Let

)].([=)(ˆ)]([=)(ˆ yCminyDandxCminxD igiiki ≠≠
(6) 

 Then, match )(ˆ xD and )(ˆ yD . If, )(ˆ>)(ˆ yDxD , select x as 
our optimum solution. If a tie still persists, that is, 

)(ˆ=)(ˆ yDxD , then, there exist some other alternatives j 
and h such that )(=)(ˆ=)(=)(ˆ yCyDxCxD hj

. Then, 
formulate; 

)]([=)(ˆ̂)]([=)(ˆ̂
,, yCminyDandxCminxD ihgiijki ≠≠

(7) 

Now, match )(ˆ̂and)(ˆ̂
yDxD . Until an optimum 

alternative emerges or all of the alternatives have 
been tested the tie-breaking procedure continues in 
this way. If there is still a tie, another tie-breaking 
procedure, such as a refining the preference scales, 
should be used. 

Example 
 Measuring our sources features (Table 7) resulted. 
Now, formulate the equations: 

• Test Case 1

 The first set of preferences gives high rank for the 
least cost 0.5=0.7,=0.9,=0.8,= 4321 pppp  

Results 

MName MAddress ZipCode DoB 
Mohamed Giza 12346 NULL 

• Test Case 2

 The second set of preferences gives high rank for 
accuracy 0.9=0.7,=0.5,=0.4,= 4321 pppp  
Results 

MName MAddress ZipCode DoB 
Ahmed Giza 12346 10/10/1985 

• Test Case 3

 The third set of preferences gives high rank for 
accessibility 0.7=0.8,=0.7,=0.5,= 4321 pppp  

For attribute DoB A = {a1, a2, a3} 
O = {O1, O2, O3, O4} = {Time, Cost, Accessibility, Accuracy} 
P = {p1, p2, p3, p4} 

�� = �0.4�� + 1.0
�� + 0.1

�� 

�� = {0.7�� + 0.8

�� + 0.4
�� }

�� = {0.2�� + 0.4
�� + 1.0

�� }

�� = {1.0�� + 0.5
�� + 0.5

�� }
These ratings are expressed in Zadeh’s notations 

For attribute MName A = {a1, a2, a3} 
O = {O1, O2, O3, O4} = {Time, Cost, Accessibility, Accuracy} 
P = {p1, p2, p3, p4} 

�� = �0.4�� + 1.0
�� + 0.1

�� 

�� = {0.7�� + 0.8

�� + 0.4
�� }

�� = {0.2�� + 0.4
�� + 1.0

�� }

�� = {1.0�� + 0.5
�� + 0.5

�� }
These ratings are expressed in Zadeh’s notations 

For attribute MAddress/ZipCode A = {a1, a2, a3} 
O = {O1, O2, O3, O4} = {Time, Cost, Accessibility, Accuracy} 
P = {p1, p2, p3, p4} 

�� = �0.5�� + 0.6
�� + 0.7

�� 

�� = {0.7�� + 0.8

�� + 0.4
�� }

�� = {0.2�� + 0.4
�� + 1.0

�� }
�� = {0.9�� + 0.8

�� + 0.7
�� }

These ratings are expressed in Zadeh’s notations 

International Journal of New Computer Architectures and their Applications (IJNCAA) 6(2): 65-72 
The Society of Digital Information and Wireless Communications, 2016 ISSN 2220-9085 (Online); ISSN 2412-3587 (Print)

70



Results 

MName MAddress ZipCode DoB 
Ahmed Giza 12346 10/10/1985 

JUSTIFICATION AND EVALUATION 
The justification for this model goes in the following 
way. When the quality measure number i becomes 
vita in the decision process, its preference pi 
increases, in turn decreases its complement �̅�, which
causes the QM associated with a weight expressing 
its vitality, Ci(a), to decrease, hence, increasing the 
possibility that the QM of a particular source Ci(a) = 
Oi(a), where now Oi(a) will be the value of the 
decision function, D, representing an alternative a. 
When this process is repeated for all other data 
sources, a. It became known that the greatest value 
Oi(a) for other alternatives will result in choosing of 
the optimum solution, a*. This is how the process 
works. 

In the original Inconsistency resolution module in the 
Enhanced token-based cleaner, the author specified 
where each field is preferably acquired. Addition of 
new sources is a hard task where the source 
preference of the whole system must be evaluated 
after adding each source, there is no way to include a 
user’s preference for the measured quality vector, to 
get a more desirable and resilient answer to his query. 

A data source is chosen as a source of reference, 
created three copies of the same database, and 
induced errors in the copies, thus, errors in the data 
can be calculated. Quality measures to evaluate the 
quality of each source are used. To test the 
effectiveness of the algorithm, the effectiveness is 
defined as: 

������� �!�"" = 	$%&'�(	��	)*((���	+��,-"
.*�/,	$%&'�(	��	+��,-"

The algorithm it tested using the user’s preference 
maximum value, a perfect answer is obtained that 
typically matches the original data. Then, the method 
is tested using different user’s preferences and 
calculate the effectiveness of the algorithm. It is 
evident that the higher the user’s preferences are, the  

more effective is the algorithm. Some quality 
measures directly affect the effectiveness of the 

Fig. 3 Accessibility correlation with Effectiveness 

Fig.4: Timeliness correlation with Effectiveness 

Fig.5: Accuracy correlation with Effectiveness 

Fig.6: Cost correlation with Effectiveness 
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algorithm like accuracy. Fig.5 shows that accuracy 
directly affects the effectiveness of FIRM. While 
others have little effect on the effectiveness of the 
algorithm such as timeliness. Fig. 4 shows little effect 
of timeliness on the effectiveness. If the user 
preferences are equal and are low in value, the 
algorithm generates error values. 

This algorithm depends on a quality vector 
(Timeliness, Cost, Accuracy, and Accessibility) 
when applied to inconsistent data its range of 
effectiveness is between 50% - 100% depending on 
the user choice of quality measure preferences. 

CONCLUSION 
This paper addresses a new perspective about solving 
the data fusion problems. Making use of meta-data 
called quality measures of the data sources. An 
extension to the relational data model is proposed. A 
process of data integration is presented, it consists of 
three modules: (1) data integration module, (2) 
inconsistency detection module and (3) inconsistency 
resolution module.  
In the Inconsistency resolution module a flexible 
conflict resolution fuzzy logic algorithm that uses 
source quality measures guided by user’s preferences 
to get an adequate clean dataset was proposed.  
Directions for future work could possibly include 
automatically generating conflict resolution 
procedure according to the particular properties being 
used, discovery of relevant sources automatically for 
integration into the virtual database, dealing with 
sources with heterogeneous properties (different 
properties for the different source parts). 
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