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ABSTRACT

The Web is currently characterised by user contribution. As a result, content is generated in an uncontrolled way leading to the so-called “information overload”. The role of information filtering techniques and recommender systems is to give a solution to this problem by taking into account user preferences, and/or other context of information to present the content. Furthermore, word-of-mouth and trust plays a key role in the decision-making process of a person, while ratings, comments, opinions and tags are increasingly gaining popularity in social networks. The aim of this paper is to study the current approaches of trust-aware recommender systems with a focus on graph based models and to identify possible gaps for providing insights and directions for future researches. In the beginning there is an introduction with presentation of traditional recommendation approaches along with their limitations. Then there is a review of trust definitions and properties. It follows a review of current trust-aware approaches which are classified in five major categories according the technique they use. In the last section there is a focus on graph models of trust-aware recommender systems which are compared according four categorisation criteria. Finally the study identifies the gaps in the current literature of graph based models and proposes areas for future research.
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1 INTRODUCTION

During the last decade the rapid evolution in Information and Communications Technologies has brought tremendous changes in all sectors of modern society. Information sharing in the Web is getting enormous, while Web 2.0 applications allow millions of users to publish and edit content as well as to share and tag data in an uncontrolled way. Hence the explosive growth of information has led to the “information overload” problem - that is, the inability to cope with and manage all the available information in an efficient way. As stated in [1] this means that traditional information retrieval systems face tremendous difficulties in retrieving information from “a mess”.

All this constantly growing information, as well as the advent of new businesses and services, led users to a labyrinth of choices making the final decision difficult and many times with limited confidence [2]. Difficulties in decision-making process are usually increased due to the user’s limited knowledge about a topic, or the time spent on dealing with the volume of the available information. This process is even more complicated when there are too many alternatives, intensified by information overload, as it then becomes too time-consuming to acquire deep knowledge of all the different alternatives. Considering the case of a travel plan, the task is even more complicated as the user has to find information in different topics, regarding accommodation, attractions, destinations etc. A typical solution
to this is to seek advice and suggestions from friends and/or experts. In practice, users need information filtering and recommendations to support their decisions and to avoid waste of time.

The purpose of a recommender system is to assist the user to cope with the vast amount of information which is available on the Internet and, moreover, to function as a supporting tool to the decision-making process. Recommender systems are tools that deal with the information overload by filtering information through various techniques and make suggestions for information items that are probably of interest to the user. One of the first studies in recommender systems was Tapestry [3] that also introduced the “collaborative filtering” technique. Recommender systems based on collaborative filtering take into account the preferences of a multitude of users. The main concept of this technique is that common preferences and choices between two or more users in the past tend to be the same in the future. The other main technique in recommender systems is content-based filtering where the items are recommended according to their similarity of their characteristics. All the other approaches are based on one or even both of these filtering techniques.

Despite the continuous research and variety of approaches, recommender systems still face limitations, as presented later in section 2.1, and need further improvements to be more effective and applicable to a broader range of real-life applications [4].

2 RECOMMENDATION APPROACHES

Recommender systems initially relied in the research area of information filtering and retrieval where techniques are mainly based on document content and item description without considering user preferences or context.

The two major methods for producing recommendations are the content-based based filtering technique which relies on item attributes and/or historical data of the user, and the collaborative filtering technique which is based on the opinions and preferences of other users. Whilst there are hybrid techniques combining both of the above, collaborative filtering is the most successful and widely-used technique [5]. One of the first commercial recommender systems, as previously mentioned, was Tapestry [3] which was purely based on collaborative filtering.

Generally, recommender systems build and exploit user model to generate recommendations which is the improvement over the traditional information retrieval approaches. In demographic recommender systems, for example, the user model contains demographic information like age, gender, education, etc. while in collaborative filtering user is modelled by his ratings to the items [1]. There are two main methods for collecting information about the user: Explicitly, where the information is provisioned explicitly by the user by asking the user to do a check list of his interests or by collecting from the user previous ranking information. Implicitly, where information is extracted from user’s browsing history through automated reasoning mechanism.

The aforementioned approaches and techniques are static, whereas user preferences and attributes change over time. However, there is a need [6] for constant updates of the user profile for producing better recommendations.

Recently, research has focused on the semantic description of user model enriching user profiles with metadata, moving on from the conventional vector representation of user model. Many approaches try to semantically describe the user model [7], [8], [9], [10]. In a recent study [11], the user model is based on the semantic representation of the user’s activity taking also into account the structure of visited web sites. Lately, research in Social Network Analysis [12], [13], [14] and Natural Language Processing [15] has offered a new perspective and solutions in the semantic description of user model.
However the emergence and the widespread of the Social Networks has given opportunities in developing new approaches for recommender systems exploiting not only the comments and tags created by users but also the relationships. Friends in a social network are a kind of trusted network which has given a boost to the newcomer trust-aware approach.

2.1 Limitations of typical recommender systems

One of the constant pursuits of researchers is to find out how to recommend the “best for the user”. The reason for these continuous research efforts in this area is that there are certain limitations on the current systems which are presented here:

The cold start problem. It is generally encountered in all approaches where a new user or a user with low activity does not provide enough knowledge about his preferences to the system. Similarly, a new item needs a kick start rating.

Sparsity. It is a problem encountered in collaborative recommender systems and refers to the user ratings matrix which is typically sparse as most users do not usually rate most items.

Malicious ratings, fraud. One of the drawbacks of the collaborative recommender systems is that they are prone to malicious attacks. A typical example of this is fake profiles and pseudo-ratings to particular products.

Lack of transparency. Another basic drawback of recommender systems is the lack or absence of explanations. If there is not enough explanation of the way recommendations emerged, the user does not trust the source enough.

A solution to overcome the limitations presented above is to enhance recommender systems with trust relationships which already exist in social networks and build the so-called trust-based or trust-aware recommender systems.

3 ABOUT TRUST

Trust as a notion can be found in many disciplines and is extensively explored in social sciences, social psychology, cognitive psychology, economics, political sciences, organisation science and computer science among many others. In social sciences trust is a factor that impacts human decisions. In economics trust enables people to do business with each other which in turn affects the economy of a country [16]. Especially in computer science trust is broadly used in IT security as identity verification and authentication for network access control or as a metric for reliability of a source.

There are many different definitions of the trust concept according its science origin and the application domain. Most researches refer to trust as a belief [17]: the trustor believes that the trustee can be trusted for a specific goal in a specific context.

One of the first definitions is that of Gambetta [18] where trust is defined as a subjective probability with which an agent will perform a particular action in a context in which it affects his own actions. Mui [19] define trust as “a subjective expectation an agent has about another’s future behaviour based on the history of their encounters”, while Falcone and Castelfranchi [20] give a socio-cognitive model of trust. The definition of [21] refers to “the willingness or intention of a person to depend on the other person generally and not in a specific situation, even though they were aware of potential problems in their relationship”. Moreover authors in [22] refer to trust as the extent to which one is willing to depend on somebody in a given situation.

Especially in computer science Marsh [23] introduced trust as a computational concept. He stated that trust is a measurable level of risk, through which an agent X assesses the likelihood that another agent Y will successfully perform a particular action, both before X can monitor such action and in a context in which it affects its own actions.
Marsh also introduced the distrust as the negative trust which later was considered by many researchers [13], [21], [24], [25], [26]. In this paper we will focus on computer science aspect of trust and particularly on how it is used and computed in intelligent systems.

Hence trust is a relationship between two agents namely the trustor and the trustee where the trustor trusts the trustee in a specific context. For example Alice trusts Bob for fixing her car. The role of context in a trust relationship is of major importance e.g. Bob trusts John as a dentist but does not trust him as a driver. Moreover trust in a person is different than trust in a person’s recommendation; for compatibility with the traditional way users participate in social networks both of these ideas are represented as a single value, as is common in computer science [27].

3.1 Computational properties of trust

Trust as a concept has properties which computational processes exploit for inferring trust relationships. This section presents the functional properties of trust that computational trust models are based on for trust dissemination:

Asymmetry. Trust is personal and subjective. Such as Alice trusts Bob to fix her car but Bob doesn’t trust Alice to fix his car, while Alice and Bob may fully trust each other for recommending a restaurant. Hence, trust as a rule is directed and asymmetric although sometimes can be symmetric.

Propagation. In real life if we trust a friend we also tend to trust the friend of our friend. For example if Alice trusts Bob and Bob trusts Frank then Alice can derive some conclusion about the degree of trust she can have about Frank based on the degree of her trust for Bob and the degree of Bob’s trust for Frank. So in a social network, trust information can be propagated and create trust chains. By propagating trust on a social network we can infer more trusted persons and hence improve the predictive performance of recommender systems by building a bigger trust network.

No-Transitivity. Generally trust is not transitive [28]. Suppose Alice trusts Bob and Bob trusts Frank this does not necessarily imply that Alice will trust Frank. Although trust is propagative, as stated before, this does not imply that is also transitive. In the literature many times transitivity and propagation are confused though the propagative property is really concerned and extensively researched as a computational property of trust.

Composability. When there is not direct trust for an agent and trust information is propagated from more than one source, then there is a need to compose all the propagated trust information in one trust score. Let’s say Alice does not know anything about Frank and she receives information from her friends Bob and Jenny about Frank’s trustworthiness. Alice has to combine the suggestions from her friends to make a conclusion about his trustworthiness based on her own degree of trust for each of her friends. Of course information from different sources can be contradictory. The mechanism that exploits the composability property is the trust aggregation.

Context dependency. Trust is context and time dependent [17]. Preferences change over time and are also location dependent. Moreover trust degree may decrease or increase due to negative or positive evidences respectively and it is commonplace that it is more easily to crash than to build a trust relationship. For instance Bob used to trust Alice to cook a meal but after the last time which was “disappointing”, his trust was dramatically decreased!

3.2 Trust metrics

A lot of effort has been put within different disciplines for computing trust and several approaches have been proposed. A socio-cognitive model of trust is built in [29] by using Fuzzy Logic to compute the value of the trustfulness starting from belief sources that refer to trust features. Authors in [30] propose
an ontology integration tool that uses suggestions for dynamically changing trust of a document author. Historical data in peer-to-peer networks and Genetic Algorithm where used in [31]. Authors in [32] build a trust network in the Semantic Web by extending FOAF profiles to include trust relationships. Appleseed [33] is a local and group trust metric for ranking all the nodes in the network.

Reputation is another notion often used but also confused with trust. The key distinction is that reputation of an agent is a factor that affects his trustworthiness. Trustworthiness is based on previous experience with the agent while reputation is based on measures that this agent (node) has within a social network. Mui et. al in [19] state that reputation is the perception that an agent creates through past actions about its intentions and norms. The term “global trust” is sometimes used instead of reputation and “local trust” is respectively used for defining trustworthiness. PageRank [34] is a very popular global trust metric for measuring the importance of a website. Similarly authors in [35] proposed the EigenTrust algorithm which is a global trust metric for peer-to-peer networks. These two algorithms are very widely used in the literature as global metrics.

### 3.3 Trust-Aware Recommender Systems

It is common in real life to seek advice for topics we are not expert in or have no experience on. Friends can be a valuable information source but the Internet can also play an important role in information seeking. Nowadays, with the explosive growth of Web 2.0 technologies, the two sources, friends and the Internet, are combined in services called Social Networks. Recommender systems that take advantage of these technologies are called social recommender systems and exploit not only opinions and ratings about items but also the relationships between users. The emergence of Web 2.0 and the ability of the user to express himself and be heard all over the world, changed not only the way of communication but also business and marketing. The expression of personal opinion is “more likely to be believed by today's sceptical consumer than advertisements or professional input” [36]. Social networks are characterised by relations between “friends” or “followers” with similar interests. As O’ Connor [37] points out, “consumers are no longer dependent on website owners to publish the information they seek, as they can increasingly rely on unfiltered, dynamic and topical information provided by their own peers”. For example, in a usual shopping day, just like a friend’s opinion counts more than the seller’s, in the same way word-of-mouth “is perceived as being more vivid, easier to use and more trustworthy than marketer-provided information”.

Hence, research in recommender systems, has turned to the exploitation of trust relationships to improve predictions. Golbeck in [38] proposed Filmtrust, which is a movie recommender system based on FOAF vocabulary for creating a social network of trust with trust values given by the users. Massa & Avesani [39] computed similarity between users using trust metrics based on trust networks. In a more recent study [40], trust-aware recommendations are enhanced with ontologies for creating annotated content for the Semantic Web. In a recent study [41] shuffled frog leaping algorithm was applied for clustering the users different social contexts. Generally, trust-aware systems proved [5], [42] to be more accurate than traditional recommender systems and overcome known limitations as the cold start problem, frauds and attacks.

Both collaborative and content-based filtering recommendation approaches are based on similarity measures either between users or between items respectively. Euclidean distance, cosine based similarity and Pearson correlation coefficient are some of the most popular methods used in calculating similarity measures. Trust aware systems use the weight of a trust relationship to measure the similarity.
between users. Trust relationships are weighted and can be expressed in various scales for stating trust or distrust or even intermediate degrees of trust.

4 TRUST MODELS

Various approaches exist in the literature for modeling trust but this paper concentrates in trust models for recommender systems and classifies them based on the technique they use. Another classification of trust-aware

probabilistic versus gradual approaches while examines which of the trust/distrust concepts are represented. In the former trust is computed as the probability of trusting someone or not while in the latter trust is gradually expressed, as in everyday life, using a scale to represent the degree of trust in another user. But this is a very general classification and does not examine in depth which technique is based on.

Here we classify trust models in five major categories based on the techniques the use: (i) statistical technique, (ii) heuristics-based, (iii) graph based, (iv) semantic based and (v) fuzzy logic. In some of them we distinguish their subcategories.

Table 1. Classification of trust models

<table>
<thead>
<tr>
<th>Statistical techniques</th>
<th>Heuristics-based solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic techniques</td>
<td>Genetic algorithms</td>
</tr>
<tr>
<td>Bayesian systems</td>
<td>Serivaraj &amp; Anand [31]</td>
</tr>
<tr>
<td>Belief models</td>
<td>Ant colony</td>
</tr>
<tr>
<td>Josang &amp; Lo [22]</td>
<td>Bedi &amp; Sharma [57]</td>
</tr>
<tr>
<td>Belief models</td>
<td></td>
</tr>
<tr>
<td>Falcone et al. [29]</td>
<td></td>
</tr>
<tr>
<td>Barber &amp; Kim [43]</td>
<td></td>
</tr>
<tr>
<td>Guha et al. [44]</td>
<td></td>
</tr>
<tr>
<td>Dempster-Shafer theory</td>
<td></td>
</tr>
<tr>
<td>Yu &amp; Singh [45]</td>
<td></td>
</tr>
<tr>
<td>Subjective logic</td>
<td></td>
</tr>
<tr>
<td>Josang [46]</td>
<td></td>
</tr>
<tr>
<td>Josang et al. [47]</td>
<td></td>
</tr>
<tr>
<td>Markov Models</td>
<td></td>
</tr>
<tr>
<td>Fouss et al. [48]</td>
<td></td>
</tr>
<tr>
<td>Dong &amp; Frossard [49]</td>
<td></td>
</tr>
<tr>
<td>ElSalamouny [50]</td>
<td></td>
</tr>
<tr>
<td>Song et al [51]</td>
<td></td>
</tr>
<tr>
<td>Machine learning</td>
<td></td>
</tr>
<tr>
<td>Artificial Neural Networks</td>
<td></td>
</tr>
<tr>
<td>Bedi &amp; Kaur [52]</td>
<td></td>
</tr>
<tr>
<td>Bayesian classifiers</td>
<td></td>
</tr>
<tr>
<td>Hooijmaijers &amp; Stumtmer [30]</td>
<td></td>
</tr>
<tr>
<td>Guanfeng et al. [53]</td>
<td></td>
</tr>
<tr>
<td>Patel et al. [54]</td>
<td></td>
</tr>
<tr>
<td>Guanfeng et al. [55]</td>
<td></td>
</tr>
<tr>
<td>Decision trees</td>
<td></td>
</tr>
<tr>
<td>Zolfaghari &amp; Aghaie [56]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuzzy logic</td>
<td></td>
</tr>
<tr>
<td>Aberer et al. [68]</td>
<td></td>
</tr>
<tr>
<td>Bedi &amp; Kaur [52]</td>
<td></td>
</tr>
<tr>
<td>Capuruco &amp; Capretz [69]</td>
<td></td>
</tr>
<tr>
<td>Chen et al. [70]</td>
<td></td>
</tr>
<tr>
<td>Li &amp; Kao [71]</td>
<td></td>
</tr>
</tbody>
</table>
As it is shown in Table 1, statistical techniques are very popular within which probabilistic techniques have the majority of variants. Probabilistic techniques are also very popular in predicting user ratings in traditional collaborative filtering recommender systems. However, graph-based trust models introduce a new philosophy and treat the concept of trust as a relationship between users within a social network. The technique is consistent with every day’s social interactions and exploits the properties of the existing web based social networks through Social Network Analysis, for discovering similarities between users.

4.1 Graph Based Recommendation Models.

Essentially a trust network is a social network which can be represented as directed graph in which nodes are the users and edges are the trust relationships. When trust weights follow a gradual scale then this graph is a labelled directed graph with the degree of trust as labels. Therefore, graph theory and propagation property of trust can be exploited to infer not only existing trust relationships but also to cluster users and create groups of users with common preferences for improving performance of recommender systems, however trust models that exploit graph theory are in infancy.

Hence it is meaningful to study recommender systems based on graph theory and identify possible gaps and improvements. Consequently these models were examined for the computational properties of trust, they take into account, the trust metrics as also the trust establishment.

Categorisation criteria

Accordingly the literature about graph based trust-aware recommender systems can be categorized based in four major categories regarding (i) propagation, (ii) network perspective (iii) trust establishment and (iv) context dependency.

Propagation.

As mentioned before, propagation is a property of trust that benefits the process of predicting the trust score through known trust paths. Direct trust relations in a user’s trust network build a path through which new indirect connections can be established with other users, not known. There are various strategies for computing trust propagation. One very common is the random walk approach which assigns a transition probability to each edge by walking from one node to another. It is a method used also in PageRank [34] and EigenTrust [35] for computing the global trust of a node. Appleseed [33] is another method that propagates by spreading “trust energy” based on the strength of the edge. A graph based popular method is that of Golbeck’s TidalTrust [27] where propagation is based not only on shortest path but also on strongest path. An extension of TidalTrust is the MoleTrust [72] which uses a fixed parameter, horizon, as maximum path length and a trust threshold for participating in the process.

Network perspective: Global versus Local trust.

As already mentioned trust can be inferred through global or local trust measures. Local trust is the subjective measure of a user for the trustworthiness of another user. In other words it is the degree of a trust relationship between two users that is stated explicitly. Global trust, on the other hand, is the average opinion of the whole community about the trustworthiness of a user. Namely it is the reputation that a user has in the network. In trust aware recommender systems literature local trust metric is generally preferred [13], [40], [41], [52], [72], [73], [74], [75] although there are systems that adopt both local and global trust [60], [76], [77].

Comparing the two strategies, local trust metrics are computationally more expensive than global metrics, as it has to be calculated for all pair of users, while they are proved [78] to be more accurate solution in case of controversial topics. Moreover, they are more resistant against attacks due to relationships explicitly stated although in global trust false
user profiles can impact the reputation of a user.

Trust establishment.

Trust establishment can be based on explicit or implicit trust networks. Explicit networks are built with explicit trust statements whereas implicit are inferred from user behaviours. Implicit trust relationships can be computed through user similarity and other trust metrics.

Explicit and implicit trust can be either bivalent or expressed in a gradual scale. Several studies [13], [27], [72], [73], [74], [76] use explicit trust however several other [40], [41], [52], [57], [60], [75] infer trust relationships to build the implicit trust.

Context dependency.

Context dependency is a property of trust as discussed in section 3.1 which plays an important role in trust establishment between two users. Usually context is considered in general models of trust and sometimes with alternative names such as “domain” [17], “topic” [32], [79] or “category” [60]. Whatever the name is used the meaning is the same: context is a factor that impacts trust relationship [80] and has to be regarded in the computational process of trust. However in the majority of graph-based models, context is predefined or is omitted in the computational process either for “the sake of simplicity” [13] or due to no availability of appropriate data [27].

Table 2 illustrates briefly the main literature which use graph models in their trust-aware recommender systems based on the categorisation criteria defined previously in this section. It becomes immediately apparent that the focus of these models is in computing trust values through propagation by exploiting various techniques in the trust network based on graph theory while context has not been taken into account or not studied experimentally [27]. In all these models trust networks are explicit whereas in the majority of these only local metrics of trust have been considered.

5 DISCUSSION

Although propagation is extensively addressed in all of the models of Table 2 it can be clearly identified that there is a lack on dealing with the last computational property of trust presented in section 3.1 which refers to the context dependency. In all these models, context dependency is either not taken into account or not studied experimentally.

<table>
<thead>
<tr>
<th>Algorithm approach</th>
<th>Propagation</th>
<th>Network perspective</th>
<th>Trust establishment</th>
<th>Context dependency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Golbeck [27]</td>
<td>TidalTrust (breadth-first search)</td>
<td>Shortest path + strongest path</td>
<td>Local</td>
<td>explicit</td>
</tr>
<tr>
<td>Massa &amp; Avesani [72]</td>
<td>MoleTrust Collaborative+trust</td>
<td>Shortest path with horizon+strongest path with threshold</td>
<td>Local</td>
<td>explicit</td>
</tr>
<tr>
<td>Victor et al. [13]</td>
<td>EnsebleTrust trust as a weight</td>
<td>Yes</td>
<td>Local</td>
<td>explicit</td>
</tr>
<tr>
<td>Hess [74]</td>
<td>Multilayer network trust network+document reference network</td>
<td>Yes</td>
<td>Local</td>
<td>explicit</td>
</tr>
<tr>
<td>Hang &amp; Singh [77]</td>
<td>Graph similarity</td>
<td>Graph propagation</td>
<td>Local + global</td>
<td>explicit</td>
</tr>
</tbody>
</table>
account at all or omitted for simplicity reasons [13]. Usually in the literature trust-aware recommendation systems are domain specific thus context is not considered in their model although it is a factor that impacts trust relationships. Golbeck in [27] has taken into account the factor of context as “topic” in the FOAF profile, however she did not included it in her experiments. Moreover Hess [74] computes trust aware recommendations by building multilayer network for a specific domain namely document reference. In the other two studies [72], [77] scholars did not considered at all the factor of context dependency.

Hence it is obvious that context is a notion that needs to be incorporated in the computational process as it is admittedly a property that impacts [80] trust relationships while global metrics need more attention.

In final consideration, it is apparent that a novel approach is needed that exploit all the benefits of the graph based technique while takes into account the context and furthermore incorporates it in the model.

In a recent research [60] authors take into account the context dependency by inferring category-specific social “trust circles”. However their approach is not a graph based model consequently does not use propagation property to infer more trust relationships. Inspiring from this approach and combining it with the notion of multilayers that Hess [74] adopts we propose a novel approach that incorporates the context property of trust.

Our proposal is to build a multi-layer trust network where each layer will represent a different context. Trust can then be propagated in each layer separately and recommendations can be produced for each context independently. Of course this is an initial proposal which in the future we intend to implement and evaluate with experiments.

6 CONCLUSION

This study presented a review of current approaches in trust aware recommender systems with a focus on graph based models. The study also reviewed the definitions of trust along with computational properties of trust and trust metrics. Afterwards the examined trust-aware approaches were classified in five major categories according the technique they use and was identified that the majority of them are based on probability techniques while the emerging graph based techniques are gaining attention. In the last section, graph models of trust-aware recommender systems were compared according five categorisation criteria From the categorisation table it was identified that context-dependency have not received enough attention through the examined models and therefore new approaches are needed for incorporating the context property of trust in the graph based models.

Findings of this paper indicate that the property of trust which refers to the context-dependency has to be incorporated in the current graph models of trust-aware recommenders and extensively researched.
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