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ABSTRACT

This paper investigates the effectiveness of re-
duction of training sets and kernel space for action-
decision using future prediction. Considering a
working in a real environment based on future pre-
diction, it’s necessary to know the property of its
state and disturbance that will be given by the out-
side environment. On the other hand, obtaining the
property of the disturbance depends on specifica-
tion for target processor, especially, sensor resolu-
tion or processing ability of the processor. There-
fore, sampling rate settings will be limited by hard-
ware specification. In contrast, in case of a future
prediction using a machine learning, it predicts that
based on the tendency that obtained by past training
or learning. In this kind of situation, the learning
time will be proportionally larger to training data.
At worst, the prediction algorithm will be hard to
work in real time due to time-complexity.

In the proposed method, the possibility of care-
fully analyzing the algorithm and applying dimen-
sionality reduction techniques in order to accelerate
the algorithm has been considered. In particular,
we will consider that to reduce the training sets and
kernel space based on the recent tendency of distur-
bance or state using FFT and pattern matching will
be focused on. From this standpoint, we will pro-
pose the method that to dimensionality reduction
dynamically based on the tendency of disturbance.

KEYWORDS

Online SVR, Predict and Control using State-action
Pair Prediction, Dimensionality Reduction

1 INTRODUCTION

Considering an action decision based on
future prediction, it’s necessary to know the
property of disturbance that will be given by
outside environment [1]. On the other hand,
obtaining the property of the disturbance is de-
pend on specification for target processor, es-
pecially, sensor resolution or processing abil-
ity of the processor. Therefore, sampling rate
settings will be limited by hardware specifica-
tion. In contrast, in case of a future prediction
using a machine learning, it predicts that based
on the tendency that obtained by past training
or learning. In this kind of situation, the learn-
ing time will be proportionally larger to train-
ing data [1, 2].

A State-action Pair Prediction had been pro-
posed. In this method, the prediction perfor-
mance [3] and action decision methods [4, 5],
had been considered based on some prediction
results. In above-mentioned methods, the be-
havior of the robot has been considered when
an unknown periodic disturbance signal will be
given the robot, continuously. On the other
hand, in these studies, the learning space had
not been considered in action decision or fu-
ture prediction. In general, non-linear clus-
tering (or regression, such as this work), Ker-
nel Function was used, that allows growth of
the SVM (also SVR) solution, which starts in-
vading other space, and this “other space” is
called the Features Space. This allows us to
change the information from one linear space
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to another one. This permits us to better clas-
sify (or regression) the examples. However, the
speed of learning depends mostly on the num-
ber of support vectors, that can influence signi-
ficatively performances. Therefore, in simply,
the complexity of learning will be proportional
as the size of training sets. If the recent ten-
dency of disturbance or state, or these period
will be obtained, the training sets will be re-
duced. Moreover, the length of training sets
will be fixed in spite of a new training set will
be added.

Therefore, in the proposed method, the possi-
bility of carefully analyzing the algorithm and
applying dimensionality reduction techniques
in order to accelerate the algorithm has been
considered. In particular, we will consider that
to reduce the training sets and kernel space
based on the recent tendency of disturbance or
state using FFT and pattern matching will be
focused on. From this standpoint, we will pro-
pose the method that to dimensionality reduc-
tion dynamically based on the tendency of dis-
turbance.

This paper is organized as follows: In sec-
tion II, how to reduce a learning space (feature
space) dynamically, will be motivated. Further,
details about the decide a learning space based
on the Nearest-neighbor one-step-ahead fore-
casts and Nyquist-Shannon Sampling Theorem
will be stated. In Section III, a verification ex-
periment configuration will be described. In
Section IV, the summary of this work is con-
cluded.

2 AN APPROACH OF THE REDUCING
THE LEARNING SPACE BASED ON
FREQUENCY PROPERTY OF THE
DISTURBANCE SIGNAL

2.1 About Former Our Works

We mentioned in citations that for controlling
the robot in a dynamic environment, it can real-
ize choosing the action that adopted the current
result by predicting the future state using pre-
vious actions and states. In this paper, we will
try to consider that obtain the optimal action
that is minimizing the body pitch angle of the

inverted pendulum, in case of continuing the
predictive disturbance using the prediction the
State-action Pair that had proposed in the for-
mer our study [3]. Therefore, in this paper, we
considering the system that decides the action
to optimize as the proposed method in fig. 1
based on the former study and the study [4].

In fig. 1, this system will be applied optimal
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Figure 1. A Outline of the Deciding the Optimal Action
for the Robot using the Prediction of State-action Pair
[5]

control using a gain Kf as an optimal feedback
gain, and in parallel, deciding the action that
will have to take in the future using the predic-
tion of state-action pair. In fig. 1, t−lû(t + j)
is describing the prediction result of the control
input u(t+j), when that input predicted in time
(t− l). And hence, this proposed method is re-
vised the current action using the action that
combining the optimal control and the predic-
tion result of State-action Pair Prediction. The
structure of the prediction of State-action Pair
is named “N -ahead State-action Pair Predic-
tor,” that the internal structure is described in
fig. 2 [3]. The proposed method obtain a se-

State

Predictor

( )tx

( )tu ( )ˆ 1t +u

( )ˆ 1t +x

Action

Predictor

Figure 2. Outline of the Prediction System of State and
Action [3]

ries of action in time (t + N) in the distant fu-
ture from current time t using N -ahead State-
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action Pair Predictor. Now from this prediction
series, the current action, combining “the ac-
tion will be taken in the future” and using the
prediction series of the action, will be able to
revise.

Hereby, in this system, the optimal compen-
sation control input u(t) will be given as fol-
low:

u(t) = up(t) + u(t+1,t+N)
s (t) + d(t) (1)

In this equation, up(t) denotes an optimal
control action with optimal feedback control
gain, u

(t+1,t+N)
s (t) is generated from “Ac-

tion Decision Maker,” and d(t) denotes un-
known periodic disturbance input signal. Then,
u

(t+1,t+N)
s (t) can be defined as follows.

u(t+1,t+N)
s (t) =

N∑
i=1

αiû(t + i) (2)

Moreover, in this study, the coefficient αi will
be defined as:

αi =
N + i − 1

100 · N
(3)

From this technique, we create an action that
can correspond in ahead a time, can obtain the
optimal action that will be considered in the fu-
ture.

2.2 Basic Idea

In Section I, we stated about the relationship
dimensionality reduction and size of training
sets for the learning and predicting. From this
viewpoint, we can reduce the training time and
the size of the learning space for predicting fu-
ture states and action if we can reduce the train-
ing sets.

In SVR, it defines “support vector,” and a
number of them are less than numbers of other
training sets. In detail, support vector denotes
the property of unknown function. From this
viewpoint, it’s not needed a precision training
set for unknown function. Thus, removing any
training samples that are not relevant to support
vectors might have no effect on building the
proper decision function [6]. In other words, in

this study, the training sets can reduce if the un-
known periodic disturbance will be applied to
plant model. In addition, the model can be built
a prediction model for an almost-periodic dis-
turbance signal if the support vectors can de-
note the property of an almost-periodic; that is,
in the proposed method, the training sets will
be reduced based on the recent tendency of dis-
turbance or state, or these period. Moreover,
the length of training sets will be fixed in spite
of a new training set will be added. Moreover,
the support vectors of “one-period” of almost-
periodic disturbance will be used repeatedly.
Therefore, in the proposed method, the predic-
tion model can be predicted and adapted the
plant if an unknown periodic disturbance will
be applied as same as former works, in spite
of dimensionality reduction dynamically based
on the tendency of disturbance.

(time domain) (learning space)

(time domain) (learning space)

Reduce

Figure 3. Outline of reduce the learning space according
to a Period of Disturbance Signal

2.3 How to Estimate the Frequency of A
Disturbance Signal and Reduce Learn-
ing Space

As mentioned above, the unknown peri-
odic signal will be used as a disturbance sig-
nal. Therefore, we will try to analyze the prop-
erty of disturbance signal, to reduce the learn-
ing space (in fig. 3). In this case, the distur-
bance signal will be represented as a similar
tendency as a pattern.



From this property, the Nearest-neighbor
One-step-ahead forecasts [7] will be applied, to
detect a cycle period of the disturbance signal.
Let illustrate about the Nearest-neighbor One-
step-ahead forecasts. As shown in fig. 4, tar-
get function f(t) will be repeated similar ten-
dency. In this case, we want to predict at time
t + 1 the next value of the series f . The pat-
tern f(t − 12), f(t − 6) is the most similar to
the pattern. Then, the prediction will be calcu-
lated. As a result, the Nearest-neighbor One-

t

f (t) pattern matching

t 1t+1t−6t−12t−

Figure 4. Outline of Nearest-neighbor One-step-ahead
Forecasts

step-ahead forecasts provide not only a one-
step prediction result, but also the cycle period.
From these results, the cycle period Tdisturbance

will be calculated as follows:

Tdisturbance = |tmax, disturbance − tmin, disturbance| × 2
(4)

Here, tmax, disturbance denotes the time when the
maximum values of disturbance signal d(t) has
been reached, moreover, tmin, disturbance denotes
the time when the minimum values of distur-
bance signal d(t) has been reached.

On the other hand, we have stated that we
will try to analyze the property of disturbance
signal, to reduce the training sets, as mentioned
above. Therefore, Nyquist-Shannon Sampling
Theorem will be focused on, to reduce the
training sets, and to keep the property of the
disturbance signal. Now, the Theorem states:
A sufficient sample-rate is therefore 2B sam-
ples/second, or anything larger. Equivalently,
for a given sample rate fs, perfect reconstruc-
tion is guaranteed possible for a bandlimit

B < fs/2. From this theorem, the sampling
rate t′s will be defined as follows:

t′s ≤
Tdisturbance

2
(5)

In here, the sampling rate t′s ts will be integral
multiple of original sampling rate ts. Then, a
result obtained by divide t′s by ts will be train-
ing set that build a prediction model. There-
fore, new training sets will be defined:

N =
t′s
ts

(6)

S = {st−N , st−N+1, . . . , st} (7)

In above equation, S is a list of support sets.
The proposed method predicts events in that

is given in the training sets, however, does not
reduce former training sets. In this section,
how to implement the future prediction will be
stated.

In this case, a next state x̂t+1,i, i ∈ dim x̂t+1

(i denotes an element of all the robot’s state) is
estimated by using the state and action are de-
fined by zt =

[
xt,1 . . . xt,n | at

]
. There-

fore, this vector zt is an (n+1)×1 vector. Next,
let’s consider the sum-of-squares error func-
tion JS from training set {xj, yj} described by
the SVR model y(x) = w>φ(x) + b [8].

JS(w) =
1

2

t∑
j=t−N

{
w>φ (xj) + b − yj

}2

+
λ

2
w>w (λ ≥ 0) (8)

where w> indicates the transpose of w. Here,
λ represents the regularization parameter, and
w represents the weight matrix of the SVR
model. The weight matrix w is found by
setting the gradient for minimizing the sum-
of-squares error function JS to zero (thus,
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∂JS(w)/∂w = 0). Hence,

∂

∂w
JS(w) =2 × 1

2

t∑
j=t−N

[{
w>φ (xj) + b − yj

}
φ (xj)] +

λ

2
w +

λ

2
w = 0

0 =
t∑

j=t−N

[{
w>φ (xj) + b − yj

}
φ (xj)] + λw

w = −1

λ

t∑
j=t−N

{
w>φ (xj) + b − yj

}
φ (xj)

=
t∑

j=t−N

ajφ (xj) = Φ>a

(9)

where a =
[
at−N . . . at

]>
,

aj = −1

λ

{
w>φ (xj) + b − yj

}
Now, Φ is called the design matrix, and the

j-th row is described by φ (xj)
>. Here, the pa-

rameter vector Φa replaces w,

J(a) =
1

2
a>ΦΦ>ΦΦ>a − a>ΦΦ>y

+
1

2
y>y +

λ

2
a>ΦΦ>a (10)

Now, the Gramian matrix K = ΦΦ> will
be defined. Here, the matrix coefficient of K is
given by

Kjm = φ (xj)
> φ (xm) = k (xj,xm) = Qjm

(11)
This matrix coefficient is the symmetric ma-

trix as a kernel matrix. Now, let’s rearrange the
sum-of-squares error function JS by using the
Gramian matrix:

JS(a) =
1

2
a>KKa − a>Ky

+
1

2
y>y +

λ

2
a>Ka (12)

The equation is rearranged by isolating a:

a = (K + λIN)−1 y (13)

Here, IN represents the N × N identity ma-
trix. Therefore, the prediction result ŷ(x) for

the SVR model to input x can be derived the
equation anew as

ŷ(x) = wφ(x) + b = a>Φφ(x) + b

= k(x)> (K + λIN)−1 y + b (14)

where k(x) =
[
k (xt−N ,x) . . . k (xj,x)

]>
In this time, prediction result and Kernel ma-

trix will be updated as below:

ŷ(x) = wφ(x) + b = a>Φφ(x) + b

= k(x)> (K + λIN)−1 y + b (15)

where k(x) =
[
k (xt−N ,x) . . . k (xt,x)

]>

Q =

Qst−N ,st−N
· · · Qst−N ,st

... . . . ...
Qst,st−N

· · · Qst,st

 (16)

The matrix Q contains the values of kernel
function and it is called kernel matrix. In these
equations, learning space Q and training sets
x will be re-construct each sampling time and
adding new training data. Therefore, the learn-
ing space and training sets will be reduced each
sampling time. As mentioned before, the speed
of learning depends mostly on the number of
support vectors, that can influence significa-
tively performances. As a result, the speed of
learning will be improved than former works.

3 THE VERIFICATION EXPERIMENT
– COMPUTATIONAL SIMULATION
USING THE PROPOSED METHOD

3.1 Outline of the Experiment

In this experiment, we stabilize the posture
of a two-wheeled self-propelled inverted pen-
dulum “NXTway-GS” (fig. 5) as an applica-
tion, using the computer simulation. In this
verification experiment, we compared the con-
trol response of the proposed method with the
ordinary method. Furthermore, in proposed
method, the predictor only used the proximate
predicted result repeatedly training data from 0
[s] (don’t reduce) or training sets that reduced
in each sampling time, for postural control.
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3.2 Simulation Setup - the NXTway-GS
Model

NXTway-GS (fig. 5) can be considered as
inverted pendulum model shown in fig. 6. Fig-
ure 6 shows the side view and the plane view
of the model. The coordinate system used in
3.3 is described in fig. 6. In figure 6, ψ de-
notes the body pitch angle and θml,mr denotes
the DC motor angle (l and r indicate left and
right). The physical parameters of NXTway-
GS are listed in table 1.

(a)
NXTway-
GS

(b)
Model of
NXTway-
GS

Figure 5. Two-wheeled Inverted Pendulum “NXTway-
GS”

z

zb

zm

L=H/2

ψ

M,Jψ

θml,mrθl,r

m,Jw
R

zb

x, y

γ

(a) Side view

y

yl
W

φ

x

yb
ym

yr
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(b) Plane view

Figure 6. The Side View and the Plane View of
NXTway-GS [10]-[11]

3.3 Simulation Setup - Modeling of the
NXTway-GS

We can derive the equations of motion of the
inverted pendulum model using the Lagrange
equation based on the coordinate system in fig.
6. If the direction of model is in the x-axis pos-
itive direction at t = 0, the equations motion

for each coordinate are given as ([10]-[11]) ;[
(2m + M) R2 + 2Jw + 2n2Jm

]
θ̈ + (MLR

−2n2Jm

)
ψ̈ − Rg (M + 2m) sin γ = Fθ

(17)(
MLR − 2n2Jm

)
θ̈ +

(
ML2 + Jψ

+2n2Jm

)
ψ̈ − MgLψ = Fψ (18)[

1

2
mW 2 + Jφ +

W 2

2R2

(
Jw + n2Jm

)]
φ̈ = Fφ

(19)

Here, we consider the following variables
x1,x2 as the state variables and u as the input
variable (x> indicates the transpose of x. ).

x1 =
[
θ ψ θ̇ ψ̇

]>
(20)

x2 =
[
φ φ̇

]>
(21)

u =
[
vl vr

]> (22)

Consequently, we can derive the state equa-
tions of the inverted pendulum model from eq.
(17), (18) and (19).

d

dt
x1 = A1x1 + B1u + S (23)

d

dt
x2 = A2x2 + B2u (24)

In this paper, we only use the state variables
x1. Because x1 is including body pitch angle
as important variables ψ and ψ̇ for control of
self-balancing, and we will not consider plane
motion (γ0 = 0,S = 0).

3.4 Simulation Setup - How to Apply the
Online SVR to the State Predictor

In this method, we use Online SVR [9] as a
learner. Moreover, we applied RBF kernel [13]
as the kernel function to the Online SVR of the
learner. The RBF kernel on two samples x and
x′, represented as feature vectors in some input
space, is defined as

k (x,x′) = exp
(
−β ||x − x′||2

)
(25)

And the learning parameters of Online SVR
are listed in table 2. In table 2, i ∈ {1, 2, 3, 4}.
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Table 1. Physical Parameters of the NXTway-GS

Symbol Value Unit Physical property

g 9.81 [m/s2] Gravity acceleration

m 0.03 [kg] Wheel weight [10]

R 0.04 [m] Wheel radius

Jw
mR2

2 [kgm2] Wheel inertia moment

M 0.635 [kg] Body weight [10]

W 0.14 [m] Body width

D 0.04 [m] Body depth

H 0.144 [m] Body height

Distance of

L H
2 [m] center of mass

from wheel axle

Body

Jψ
ML2

3 [kgm2] pitch

inertia moment

Body

Jφ
M(W2+D2)

12
[kgm2] yaw

inertia moment

DC motor

Jm 1 × 10−5 [kgm2] inertia moment

[11]

DC motor

Rm 6.69 [Ω] resistance

[12]

DC motor

Kb 0.468 [V·s/rad.] back EMF constant

[12]

DC motor

Kt 0.317 [N·m/A] torque constant

[12]

n 1 [1] Gear ratio [11]

Friction coefficient

fm 0.0022 [1] between body and DC motor

[11]

Friction coefficient

fW 0 [1] between wheel and floor

[11]

Table 2. Learning Parameters of the Online SVR

Symbol Value Property

Ci 300 Regularization parameter or predictor of xi

εi 0.02 Error tolerance for predictor of xi

βi 30 Kernel parameter for predictor of xi

3.5 Simulation Setup - How to Apply the
Linear-quadratic Regulator to the Ac-
tion Predictor

In this experiment, we apply LQR (Linear-
quadratic Regulator) as an action prediction
(And a predictor). So we design the controller
as an action predictor based on modern control
theory. This LQR calculates the feedback gain
kf so as to minimize the cost function JC given
as the following;

JC =

∫ ∞

0

[
x>(t)Qx(t) + u>(t)Ru(t)

]
dt

(26)
The tuning parameter is the weight matrix

for state Q and for input R. In this paper, we
choose the following weight matrix Q and R;

Q =


1 0 0 0 0
0 6 × 105 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 4 × 102

 (27)

R = 1 × 103 ·
[
1 0
0 1

]
(28)

Then, we obtain the feedback gain kf from
minimizing JC . Therefore, we apply kf as an
action predictor [3]. And hence, in this exper-
iment, we do not consider the plane move of
the two-wheeled inverted pendulum. In other
words, we consider that φ = 0, θml = θmr, and
u = u,d(t) = d(t).

Robot 

(Inverted Pendulum) 

Kf

State-Feedback Stabilizer 

( Applied LQR ) 

( )u t ( )1
tx ( )1

tx

( )1
tx( )pu t

( )d t

 

 
( )pu t

u t

Figure 7. Control Input Obtained by Mixing the Action
and Disturbance Inputs

3.6 Conditions of Simulation - Acquiring
the Training Sets

In this experiment, we mix the action signal
with a known disturbance signal d(t) (figs. 7,
8, and 9), and d(t) is given as

d(t) = Ad1 sin (2πfd1t) (29)
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Then, the signal d(t) will be mixed to the
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Figure 8. Disturbance Signal in Control Inputs d(t)
(overall)
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Figure 9. Disturbance Signal in Control Inputs d(t) (fo-
cused on 0 [s] to 1[s])

model. Herewith, we can acquire the train-
ing sets from the two-wheeled inverted pendu-
lum. In figures 10 to 12 shows training sets that
were obtained from the computer simulation of
the stabilize control of the two-wheel inverted
pendulum. Moreover, the properties of distur-
bance that we provide as input and other con-
ditions of a simulation are listed in table 3.

3.7 Simulation Results

Figures 10 and 11 show compensation re-
sults of the state of x1, and fig. 12 shows the
prediction of the control input and compensa-
tion input using prediction result of u.

In this section, we will not consider the part
that is given in real training sets. Thus we will
only argue and focus on the part of the graph
pertaining to the state predicted part shown in
T (at t = 3.00 [s]) of figs. 10 and 11.

3.8 Discussion on Simulated Results

In here, starting and predicting the state pre-
dicted point is shown at t = 3.00 [s] as shown
in T .

According to these results (figs. 10 through
12), compensation results using the proposed

Table 3. Parameters for Condition of a Simulation

Sybmol Value Unit Physical property

ψ0 0.0262 [rad.] Initial value of body pitch angle

γ0 0.0 [rad.] Slope angle of movement direction

ts 0.05 [s] Sampling rate

Start time of

td,start 0.0 [s] application of

predictable disturbance

Finish time of

td,finish 45.0 [s] application of

predictable disturbance

Amplitude of

Ad1 1.0 [V] predictable

disturbance

fd1 1.0 [Hz] Frequency of predictable disturbance

Ns 60 — Initial dataset length

Maximum

Nmax 241 — dataset length

for the prediction

Step size of outputs for

N 20 — N -ahead State-action Pair Predictor’s

outputs

Weight coefficients for

αi
N−i+1
100N — û(t + i), i ∈ N

i ∈ N (for the contrast experiment [4])
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Figure 10. Control Response of the Wheel Rotation An-
gle θ (1)
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Figure 11. Control Response of the Body Pitch Angle
ψ (1)
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Only LQR (u = up)
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Figure 12. Control Response of the Control Input u (1)

method (are described in red solid line) are ap-
proaching to zero, with time. Next, we will
focus on each result.
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Figure 13. Control Response of the Wheel Rotation An-
gle θ (2) [4]
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Figure 14. Control Response of the Body Pitch Angle
ψ (2) [4]

Next, let’s compare the results between pro-
posed method and the results that showed in
study [4]. Figure 13 through 15 show compen-
sation results of the state of x1, and fig. 12
shows the compensation input using prediction
result of u, that used the method we proposed
in a study [4]. Comparing each state and con-
trol inputs, it can be said that the convergence
speed of experimental results is earlier than the
former study.

Now let’s focus on these results. In this
study, the learning space and training sets will
be changed “suddenly,” when the period of the

disturbance signal will be estimated. In this
time, the current action and states are also sud-
denly changed by the compensation control in-
put based on the former learning space and
training sets. In a former study, training sets
and learning space are including much predic-
tion error, in phase of early training. Therefore,
in the mechanism of State-action Pair Predic-
tion, it will use former training sets, and will
add new training sets to current learning space.
Namely, results of prediction and revised ac-
tion will be influenced by past prediction error.
On the other hand, in the proposed method, the
kernel matrix will ignore early learning results
and early compensation result. In other words,
it use results including less affection of predic-
tion error, according to the time elapsed by the
training set of out of the disturbance tendency
period will not be used. Further, this system ac-
quires the data each at the sampling times. Us-
ing these changed results, the proposed system
derives an action that multiplied states to the
optimal feedback gain for the future state. As
a result, this system is stabilizing the inverted
pendulum using current outside data and pre-
vious states and an action. As a result, we can
be said that internal states and an action will
converge to zero, according time course. From
these viewpoints, we conclude the experimen-
tal results are reasonable.
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Figure 15. Control Response of the Control Input u (2)
[4]

4 CONCLUSION

In this paper, the relationship between
learning space and training sets for predic-
tion and frequency of the disturbance signal
that given by outside environment will be fo-
cused on. To achieve this problem, on the
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basis of former our works, we proposed the
method that reducing training sets and learn-
ing space, for prediction, based on predic-
tion results that obtained by recent tendency
of disturbance frequency, dynamically by us-
ing Nyquist-Shannon sampling theorem. Ap-
plying this proposed method, it was obtained
that the body pitch angle of NXTway-GS was
converged to zero, with time. In other words,
the compensated action for rapid convergence
was obtained, similarly as a normal training
sets and learning space method.

From the verification experimental results,
the proposed method could be converged to
a desirable state as similar as fixed training
sets. To be more specific, the slope of the
body pitch angle of NXTway-GS will be con-
verged to zero, based on state and action pre-
diction and decision. Accordingly, the pro-
posed method can be adapted to the situation
of frequency property of disturbance will be
concluded. From results of verification exper-
iments, it can be concluded that the proposed
system can predict what be defined by training
sets and learning space that can be obtained the
property of a disturbance signal, based on the
Nyquist-Shannon Sampling Theorem. In addi-
tion, as a future work, we will confirm the re-
sponse of the proposed system on actual robot.
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