Application of Machine Learning Techniques for Yield Prediction on Delineated Zones in Precision Agriculture
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Abstract. Precision agriculture is the implementation of the recent technology in agriculture. Huge amount of data is collected in agriculture and various techniques of data mining are used to make efficient use of it. In this paper, we have discussed how with the help of both, clustering and classification algorithms, the crop suitable for a particular piece of land can be determined. Management zone delineation is a key task in this. From a data-mining point of view this comes down to variant of spatial clustering which has a constraint of keeping the resulting clusters spatially mostly contiguous. We analyze the need to discretize and normalize the data set and the various techniques that are used for the same. Further, a comparative analysis of the algorithm is shown where it can be seen which algorithm is best suited. We also talk about the future scope of the same and how these could actually be implemented in the real life scenarios.
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1 INTRODUCTION

In recent years precision agriculture [1] has gained a lot of attention due to enormous possibilities it can open up in the field of agriculture. In one of our previous paper titled “Survey of Zone Tessellation Techniques for Defined Parameters in Precision agriculture”, we had applied various clustering algorithms on a dataset and used zone delineation for predicting the yield of crops in a particular area. DBSCAN and ICEAGE algorithms had the best time complexity. In another paper titled “Survey of classification algorithms for formulating yield prediction accuracy in precision agriculture” we have obtained the graphs and results presented in the paper. These are the result of the application of various classification algorithms on the dataset for predicting the yield of the crop. Further it was seen that Bagging algorithm gives the least error in predicting the seeds for the crop for a particular year.

The data set that we have used comprises of the following attributes: Area harvested, Seed, Yield and Production. The data is collected for the soybean crop. Yield is the actual generation of seed from the soybean crop, area harvested is the amount of the crop collected in a season and production is the quantity produced and actually harvested for the soybean crop. The data range over 53 years, starting from 1961 to 2013.

In the paper, we have provided a combined approach of both the techniques of zone delineation and prediction. First we divide the entire farm in zones using clustering technique and then we apply classifying technique for yield prediction of each zone. In section 2 of the paper we discuss zone delineation with respect to clustering techniques, in section 3 data preprocessing methods (normalization, discretization) are explained.

2 LITERATURE SURVEY

2.1 Normalization

The technique in which data is organized in a database is Normalization [2]. The process involves number of steps. It refactors the tables a table into number of smaller tables that are less redundant. No information is lost during the
process and foreign keys are defined in old tables that refer to the primary keys in the new ones. Normalization is done in order to isolate the data so that the changes done in the attributes of one table can be sent to the entire database easily. Creation of tables and defining the relationships between them is done in order to protect the data.

Data normalization is a useful concept in organizing the data set. Without it the data system can become slow, inefficient and inaccurate. Normalization aims to organize the data into logical groups where every group effectively describes the small part of data. Also it becomes easy to modify the data in large database. This is because the change that is done is only at one place. Ease of access and quick manipulation of data is done by normalizing the date set.

$$Z_i = \frac{x_i - \min(x)}{\max(x) - \min(x)} \quad \ldots \ldots \ldots (1)$$

where,
- $x_i$ = current value
- $z_i$ = normalized value
- $x$ = column vector

### 2.2 Discretization

Before data-mining, often data preprocessing is required. (ex: normalization, discretization)

When using data mining we usually work on large sets of data wherein an attribute value can vary over an extremely large range. It becomes necessary to reduce the number of values of a continuous attribute and divide the range into discrete intervals.

**Equal distance discretizer:**
The equal distance discretizer [3] is a simple, static and unsupervised method that divides the entire range of an attribute that has to be discretized into N equal intervals where the user specifies the value of N. The algorithm computes the minimum (Vmin) and maximum (Vmax) values for an attribute and divides it into k parts: intervals=(Vmax+Vmin)/K where ‘K’ is provided by the user and boundaries = Vmin+(i * interval) for the i = 1...k-1 boundaries.

The limitations of this method are:
1. It is a parameterized method that requires input from the user.
2. The data values are not equally distributed over the intervals.

**Equal frequency discretizer:**
Equal frequency discretizer is a static, unsupervised and parametric method. It finds the minimum and maximum value attributes and then arranges all the values in increasing order. It then divides the entire range (n values) of an attribute in such a way that each interval has almost the same number of samples (interval= n/k) [4]. Thus, it overcomes the shortcomings of Equal distance discretizer.

**Chi2**
The chi2 algorithm is comprised of two parts. In the first part, the algorithm starts with computing a high significance level (sigLevel) for each numeric attribute that has to be discretized and then all the attributes are sorted according to its sigLevel [5].

It then calculates the Chi^2 for every pair of adjoining intervals. In the second part of the algorithm adjacent intervals with the lowest Chi^2[6] values are merged. This process continues until Chi^2 values of all interval pairs exceed the parameter determined by the sigLevel. The entire process is repeated for decreasing values of sigLevel until an inconsistency rate is exceeded in the discretized data.

$$x^2 = \sum_{i=1}^{2} \sum_{j=1}^{k} \frac{(A_{ij} - E_{ij})^2}{E_{ij}} \quad \ldots \ldots \ldots (2)$$

where [15],
- $K$ = number of classes,
- $A_{ij}$ = number patterns in the ith interval, jth class,
- $R_i$ = number patterns in the ith interval
- $C_j$ = number of patterns in the jth class
- $N$ = total number patterns
- $E_{ij}$ = expected frequency of $A_{ij} = R_i \times C_j / N$
Class attribute contingency coefficient discretization

This discretization method is proposed by Lee et al [7] which is based on the concept of class attribute contingency coefficient. This supervised and top down method is very efficient as different attributes are considered. Discretization of continuous data is done by measuring the value of CACC. The minimum and the maximum value of each attribute is determined and then all the values of each attribute is sorted in the ascending order. The attributes are partitioned according to the maximum CACC value into intervals.

2.3 Zone Delineation with respect to Clustering Techniques

In clustering techniques, zone delineation is a vital aspect. It helps us understand which part of the land is best suited for a particular type of crop. As opposed to homogenous crop selection methods like in traditional agriculture, we can have a heterogeneous crop selection using zone delineation in precision agriculture.

In DBSCAN and ICEAGE algorithms, the agricultural data attribute (k) is responsible for the density of the redundant cluster.

In our data set, there are fifty-three data entities and if we label each entity as ‘k’, then the density of the cluster increases since every individual cluster will be one single value. However if we have only three clusters of approximately seventeen data values each, then the density of the cluster will be very low.

Ideally the value of ‘k’ should be between 3 to 10.

2.4 Application of Classification Over Individual Zone

In previous papers, various classification algorithms are discussed. After analyzing all the algorithms from previous papers we came to a conclusion that bagging is the best algorithm for predicting the yield for data set used in previous papers. Therefore, bagging algorithm is used to predict the yield of crop over individual zones.

3 PROPOSED MODEL

Step 1: Import data set
Step 2: The variables used in the data set are transformed into a specific range. This brings the data set into a consistent state and so anomalies are avoided. Once the data set is normalized redundancy is reduced and also managing of data becomes easier.

Further after refactoring is done old table are assigned the foreign keys that refer to the primary keys of the new ones.

Step 3: Continuous data set is then discretized. We have used Equal Distance Discretizer, Equal Frequency Discretizer, Class Attribute Contingency Coefficient and Chi2 discretization techniques.

Figure 1: Block diagram
Step 4: Clustering is then applied to the existing data set. The clustering technique used is DBSCAN, as the analysis done in previous papers showed that DBSCAN has the best complexity.

Step 5: Classification method is applied on the clustered data set. The classification technique used is bagging. Bagging is used since it was best suited for yield prediction as shown in previous papers.

4 EXISTING COMPARATIVE ANALYSIS

From previous papers we conclude that DBSCAN [8] and ICEAGE [9] have the best time complexity.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Equal Distance Discretizer</th>
<th>Equal Frequency Discretizer</th>
<th>Supervised/Unsupervised</th>
<th>Chi2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised/Unsupervised</td>
<td>Unsupervised</td>
<td>Unsupervised</td>
<td>Supervised</td>
<td>Supervised</td>
</tr>
<tr>
<td>Top Down/Bottom Up</td>
<td>Top Down</td>
<td>Top Down</td>
<td>Top Down</td>
<td>Bottom Up</td>
</tr>
<tr>
<td>Parametric</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Incremental</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Static/Dynamic</td>
<td>Static</td>
<td>Static</td>
<td>Static</td>
<td>Static</td>
</tr>
</tbody>
</table>

Table 2: Comparison of discretization techniques

From previous papers we conclude that bagging [10] is the most efficient algorithm among REPTree [11], Neural Network [12], Random Forest [13] and SVM [14] since it has the least error deviation.

5 FUTURE WORK

In the future we plan to work on doing comparative analysis of various different discretization techniques and choose the best fit for the proposed model.

6 CONCLUSION

In this paper we studied and described a framework that can help us analyze and understand the yield of the crop for a designated zone based on the density of attributes. In future work we would fully develop a DSS that could provide decisions on the type of crop for each zone based on NPK parameters.
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