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ABSTRACT

For a robot that works in a dynamic environment, the ability to autonomously cope with the changes in the environment, is important. In this paper, an approach to predict the changes of the state and action of the robot is proposed. Further, to extend this approach, the action to be taken in the future will be attempted to apply, to the current action. This method predicts the robot state and action for the distant future using the state that the robot adopts repeatedly. Using this method, the actions that the robot will take in the future can be predicted. In this paper, a method that predicts the state and the action each time the robot decides to perform an action will be proposed. In particular, in this paper, how to define the weight coefficients will be focused on, using the characteristics of the future prediction results. Using this method, the compensatory current action will be obtained. This paper presents the results of our study and discusses methods that allow the robot to decide its desirable behavior quickly, using state prediction and optimal control methods.
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1 INTRODUCTION

Over the years, many studies have been conducted with the objective of developing working robots that can facilitate or are suitable for dynamic environments [1]-[9]. Further, various robots have been developed to assist humans in workspaces such as a house and factory [10]. However, it is virtually impossible to predict all possible situations and to pre-program a robot with all suitable reaction patterns for each of the possible situations, because robots are required to act differently in different situations [11, 12]. Further, it is difficult to calculate the inverse problem of the robot for generating a suitable reaction in real-time. Considering these problems, it can be said that for robots that work in a dynamic environment, the ability to cope with changes in the environment is important. Especially, the mobile robot will be focused on. In this case, it can be said that the behaviour and the posture have crucially important meaning during executing the task.

Some of the conventional studies related to robot control focus on the states of the target robot or the parameters of the robot. Based on these viewpoints, these studies have presented certain methods to control the robots [13, 14]. Thus, it is important that to know the states of the robot and to know that the robot will take an action in the next scene, when the robot in dynamic environments is controlled. Moreover, the model of the robot to obtain the states of the robot and to predict the action that will be taken by the robot have to be known.

For these problems, many studies have used the machine learning, such as reinforcement learning (RL), that acquire the optimal action to learn the environment by trial and error [15, 16]. Alternatively, model predictive control (MPC) has been used to input to the control sequentially, that is gained suitable input by each time. In this point, this MPC is better as the typically control rule [17, 18]. However, these techniques suffer from problems such as computation delay, hardware overhead, and whether the robot can respond flexibly to changes in the dynamic environment [19]-[23]. Some techniques for generating robot motion have also been presented. In this case, the ordinary control rule with the extended Kalman
filter (EKF) [1] or the unscented Kalman filter (UKF) [1] were combined, to avoid linearizing the robot model was combined [24]-[26]. However, these techniques still have some problems; the case of applied filter will often become unstable, the case of using a non-linear model is not easy, and the case in which the parameter should be defined are increasing [27].

By contrast, some researches are applying Support Vector Regression (SVR). These works provides appropriate results, generally [17, 18, 28]. However, these works are avoiding the disturbances. Moreover, these works don’t consider the relationship between robot’s state transition and the action that the robot taken. Considering the dynamic environment, for example, there are unforeseen loads or backlash, complex friction and stiction. In this case, it is essential that predicting the state and the action. Furthermore, it also allows the adaptation of the model to changes in the robot dynamics.

Thus, the prediction of the state-action pair to apply the prediction for the robot control has already been proposed [29, 30], on the basis of Online SVR [31]. This method predicts the robot state and action, using them as a “pair” for the distant future, applying the state that the robot adopts repeatedly. Using this method, the suitable actions that the robot can take in the future can be obtained [32]. Most of the earlier conventional approaches that based on parametric techniques were mentioned before. However, this research is based on non-parametric techniques. In this respect, the proposed method does not need a strict parameter or model of the target robot. On the basis of this characteristic, it can be said that the proposed method is different from the other related methods.

In this paper, the results of these studies and discuss methods that allow the robot to decide its desirable behavior quickly will be presented, using the state prediction and ordinary optimal control methods. First, we will attempt to apply the action to be taken in the future to the current action, by extending the former approach. In particular, in this study, we have tried to determine the future action and apply the current action; further, the weight coefficients for the future actions that were obtained through the prediction had been designed. In [32], the fixed-value weight coefficients has already been proposed. Hence, in this paper, the weight coefficients will be proposed that focus on the “variation of the predicted results.” Using this method, the compensatory current action more flexibly will be obtained.

In this study, the stabilize the posture using the system that combining the optimal control and the proposed method will be realized. In particular, for realization and considering the proposed method, the inverted pendulum that can be linearized around these operating point was focused on. From this example, the ordinary LQR can be applied. Using this method, in this paper, to converge the posture to stable state immediately using future prediction result will be aimed. In particular, as an application example, the two-wheeled mobile inverted pendulum robot “NXTway-GS” model was used that drives a stabilize control task. Moreover, the move instruction was sent from the command input within stabilize control task. And hence, the results of the proposed method with the ordinary control method of the control response were compared, using a computer simulation. As a result of the computer simulation, the proposed method is well adapted to the disturbance input and obtained the action that decreases the pitch angle and achieves the desirable state of the NXTway-GS, as compared to the ordinary control method was confirmed, with time.

This paper is organized as follows: In Section 2, how to obtain or decide the optimal action for the robot using future prediction techniques is explained. Further, details about the proposed method is provided. In Section 3, the experimental setting is explained. Finally, in Section 4, the conclusions of this study is presented.
2 AN APPROACH FOR DECIDING THE OPTIMAL ACTION FOR A ROBOT

2.1 Basic Idea

We mentioned in Section 1 that for controlling a robot in a dynamic environment, an action that adopted the current result by predicting the future state using previous actions and states can be chosen. In this paper, we will try to consider that obtain the optimal action to minimize the body pitch angle of the inverted pendulum, in case of continuing input the predictable disturbance. To realize this, we will try to use the prediction the state-action pair that had proposed in the former our studies [29], [30]. Therefore, in this study, a system that decides the action to optimize using the proposed method illustrated in fig. 1 based on previous studies including [32] is considered.

Figure 1. Outline for Deciding the Optimal Action for the Robot using the Prediction of State-Action Pair

2.1.1 N-ahead state-action pair predictor

As shown in fig. 1, \( t^{-i} \hat{u}(t+j) \) describes the prediction result of the control input \( u(t+j) \), when this input is predicted in time \( (t-l) \). Hence, this proposed method is trying to revise the current action, using combination of the optimal control and the prediction result of state-action pair. The structure of the prediction of a state-action pair is named “\( N \)-ahead state-action pair predictor,” and the internal structure is described in fig. 2 [30]. Here, the equations

\[
\begin{bmatrix}
\hat{x}(t+1) \\
\hat{u}(t+1)
\end{bmatrix} = \begin{bmatrix}
\mathbf{K}_f \\
\mathbf{A}_f
\end{bmatrix} \begin{bmatrix}
\hat{x}(t) \\
\hat{u}(t)
\end{bmatrix} + \begin{bmatrix}
\mathbf{b}_f \\
\mathbf{A}_f
\end{bmatrix} u(t) \quad \text{if } t = 0
\]

\[
\begin{bmatrix}
\hat{x}(t+1) \\
\hat{u}(t+1)
\end{bmatrix} = \begin{bmatrix}
\mathbf{K}_f \\
\mathbf{A}_f
\end{bmatrix} \begin{bmatrix}
\hat{x}(t) \\
\hat{u}(t)
\end{bmatrix} + \begin{bmatrix}
\mathbf{b}_f \\
\mathbf{A}_f
\end{bmatrix} u(t) + \begin{bmatrix}
\mathbf{I}_f \\
\mathbf{I}_f
\end{bmatrix} \lambda \mathbf{A}_f \mathbf{s}_z + \mathbf{b}_f'(t) \quad \text{otherwise}
\]

\[
\hat{x}(t+1) = \mathbf{K}_f \hat{x}(t + 1)
\]

Figure 2. Outline of the Prediction System of State and Action [30]

for the state prediction is as follows.

In this paper, the notation is defined as

\[
\mathbf{z}(t) = \left[ x(t) \ | \ u(t-1) \right]
\]

Here, \( b_f' \) is a bias term for \( x_i(t) \) (the \( i \)-th element of \( x(t) \) in time \( t \)), \( \Delta \theta \) represents the Lagrange multiplier, \( l \) represents the number of the former support vector \( \mathbf{z}_{sv}(t)(k \in l) \), \( \lambda \) represents the regularization parameter, \( \mathbf{I}_l \) represents the \( l \times l \) identity matrix, \( \mathbf{K}_{sv} \) represents the Gramian matrix, and \( \mathbf{k}_{sv} \) is the mapping matrix.

Moreover, \( \mathbf{z}(t) \) is defined by state \( x(t) \) and the pair \( \mathbf{z}(t) \): \( x(t) \). Next, as an action predictor to be dealt here with using the linear-quadratic regulator (LQR). The future action \( \hat{u}(t+1) \) can be predicted using state feedback gain \( \mathbf{k}_f \) if it is possible describe the model of a prediction target as a nonlinear discrete state space model correctly:

\[
\hat{u}(t + 1) = \mathbf{k}_f \hat{x}(t + 1)
\]

Here, LQR calculates the feedback gain \( \mathbf{k}_f \) in order to minimize the cost function

\[
J = \int_0^\infty (x^\top(t)Qx(t) + u^\top(t)Ru(t)) dt
\]
for state $Q$ and for input $R$. Thus, $k_f$ represents a state feedback gain that is given by

$$k_f = -R^{-1}B^TP$$  \hspace{1cm} (5)

In this equation, $R$, $B$ and $P$ are the parameters of the Riccati differential equation.

$$PA + A^TP - PBR^{-1}B^TP + Q = 0$$  \hspace{1cm} (6)

Thus, the state and the action can predict at each time. By using the proposed system, not only the next state and action but also the future state and action repeatedly, can be predicted.

### 2.1.2 State-Feedback Stabilizer

As shown in fig. 1, this system will be applied to an optimal control by using a feedback gain $K_f$ based on the linear-quadratic regulator (LQR), and in parallel, decide the action that the robot will have to take in the future using the prediction of a state-action pair.

In this system, the LQR as deriving a optimal feedback gain is applied. Therefore, the controller is based on modern control theory is designed. This LQR calculates the feedback gain $K_f$ so as to minimize the cost function $J$ given as eq. (4).

### 2.2 How to Obtain and Use the Optimal Action

However, the prediction error must be considered because the proposed method uses the action obtained from the $N$-ahead state-action pair predictor. In case if $N$ is larger or more distant than current time $t$, then the prediction error will be proportional to $N$, and the piling prediction error cannot be ignored in the prediction (fig. 3).

Considering this prediction problem, in [32], fixed-value weighting coefficients for the prediction series of the action was defined, defined the measure of importance of each prediction series, and tried decreasing the influence of the prediction error of these prediction series of the action. In this paper, the variations of the predicted results at any time $(t+j)$ is focused on, and try to decide the “dependability” of the predicted value at that time. In other words, variable weight coefficients based on this dependability is defined.

The prediction of a state-action pair prediction that can predict future values in each sampling time is illustrated in fig. 3. In fig. 3, the prediction values is focused on. In here, the prediction values at time $(t_1 + j)$ can be obtained, from each past time $(t_1 - i)$ (the range of $i$ is $(0 \ll M \leq i \leq N)$) as illustrated in fig. 4. In this area, the predicted values are distributed. To quantitatively measure these variations, the standard deviation is focused on. In brief, the standard deviation $\sigma_j$ of the control input in time $(t_1 + j)$ using the prediction values that are predicted in each past time $(t_1 - i)$ is derived as follows:

$$\sigma_j = \sigma\left[t_1-M\hat{u}(t_1 + j), t_1-M+1\hat{u}(t_1 + j), \ldots, t_1-i\hat{u}(t_1 + j), \ldots, t_1+1\hat{u}(t_1 + j)\right]$$  \hspace{1cm} (7)

Based on the above $\sigma_j$, we try to consider the weight coefficients. In eq. (7), $\sigma[\cdot]$ denotes the standard deviation of $(\cdot)$. Using the characteristics of the standard deviation, a weight coefficient according to the variations of the pre-
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The proposed method is defined, flexibly. Therefore, weight coefficients \( \alpha_j \) can be expressed as follows:

\[
\alpha_j = C_\sigma \cdot \sigma_j \quad (8)
\]

Here, \( C_\sigma \) is a coefficient that is a small positive real value.

Here, that the influence increases for an action in the near future and inversely decreases for an action in the distant future can be considered. That is, to the “decide the optimal action” section from [32] can be referred as follows:

\[
u^{(t+1, t+N)}_s(t) = \sum_{j=1}^{N} \alpha_j \hat{u}(t+j) \quad (9)
\]

Here, \( \alpha_j \) describes the weight coefficients for each \( j \) in each \( t \). This \( \nu^{(t+1, t+N)}_s(t) \) is generated from “Action Decision Maker” and is the revised action for considering a future action. Now, the prediction results \( u(t), \hat{u}(t+j) \), from the \( N \)-ahead state-action pair predictor’s outputs include the disturbance input \( d(t) \), explicitly [32]. Hereby, if an action that can correspond to against the disturbance input before ahead is created, the optimal action that is considered in the future can be obtained. In other words, the future action \( \nu^{(t+1, t+N)}_s(t) \) and the optimal control action \( \nu_p(t) \) is used as follows:
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predictor only used the proximate predicted result repeatedly with 0.05 [s] for each sampling time, for postural control.

3.2 Simulation Setup - NXTway-GS Model

NXTway-GS (fig. 5) can be considered a two-wheeled inverted pendulum model as shown in fig. 6. Figure 6 shows the side view and the plane view of the model. The coordinate system used in 3.3 is described in fig. 6. Further, in fig. 6, \( \psi \) denotes the body pitch angle and \( \theta_{l,r} \) denotes the wheel angle (\( l \) and \( r \) indicate left and right, moreover \( \theta = \frac{1}{2} (\theta_l + \theta_r) \)), \( \theta_{ml,mr} \) denotes the DC motor angle (\( l \) and \( r \) indicate left and right), moreover \( \theta = \frac{1}{2} (\theta_l + \theta_r) \)), \( \theta_{ml,mr} \) denotes the DC motor angle (\( l \) and \( r \) indicate left and right). The physical parameters of NXTway-GS are listed in table 1.

![NXTway-GS Model](image)

**Figure 5.** Two-Wheeled Inverted Pendulum “NXTway-GS”

![NXTway-GS Model](image)

**Figure 6.** Side View and Plane View of NXTway-GS

\[3.3 \text{ Simulation Setup - Modeling of NXTway-GS}\]

The equations of motion of the two-wheeled inverted pendulum model using the Lagrange equation based on the coordinate system shown in fig. 6 can be derived. If the direction of the model is the \( x \)-axis positive direction at \( t = 0 \), the equations of motion for each coordinate are given as follows ([33]-[35]):

\[
\begin{align*}
\left[(2m + M) R^2 + 2J_w + 2n^2 J_m\right] \ddot{\theta} + \left(M LR - 2n^2 J_m\right) \ddot{\psi} - Rg (M + 2m) \sin \gamma &= F_\theta \\
(M LR - 2n^2 J_m) \ddot{\theta} + (ML^2 + J_\psi) \ddot{\psi} - MgL \psi &= F_\psi \\
\left[\frac{1}{2}mW^2 + J_\phi + \frac{W^2}{2R^2} (J_w + n^2 J_m\right] \ddot{\phi} &= F_\phi
\end{align*}
\]

Here, the following variables \( x_1, x_2 \) as the state variables and \( u \) as the input variable is considered.

\[x_1 = [\theta \ \psi \ \dot{\theta} \ \dot{\psi}]^T \] (14)
\[x_2 = [\phi \ \dot{\phi}]^T \] (15)
\[u = [v_l \ v_r]^T \] (16)

Consequently, the state equations of the inverted pendulum model using eqs. (11), (12), and (13) can be derived.

\[
\frac{d}{dt} x_1 = A_1 x_1 + B_1 u + S \] (17)
\[
\frac{d}{dt} x_2 = A_2 x_2 + B_2 u \] (18)

In this study, the state variable \( x_1 \) is only used. Because \( x_1 \) includes the body pitch angles as important variables \( \psi \) and \( \dot{\psi} \) for the control of self-balancing, the plane motion (\( \gamma_0 = 0, S = 0 \)) will be not considered.

3.4 Simulation Setup - How to Apply the Online SVR to the State Predictor

In this method, online SVR [31] as a learner is used in state predictor, as shown in fig. 2.
Moreover, the RBF kernel [37] as the kernel function to the online SVR of the learner is applied. The RBF kernel on two samples \( x \) and \( x' \), represented as feature vectors in some input space, is defined as

\[
k(x, x') = \exp \left(-\beta ||x - x'||^2 \right)
\] (19)

Further, the learning parameters of Online SVR are listed in table 2. In table 2, \( i \in \{1, 2, 3, 4\} \).

### 3.5 Simulation Setup - How to Apply the Linear-Quadratic Regulator to the Action Predictor

In this experiment, the LQR as an action predictor is applied, as shown in fig. 2. Therefore, the controller as an action predictor based on modern control theory is designed. This LQR calculates the feedback gain \( k_f \) so as to minimize the cost function \( J \) given as eq. (4). In this study, the following weight matrix \( Q \) and \( R \) is chosen:

\[
Q = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 6 \times 10^5 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 4 \times 10^2
\end{bmatrix}
\] (20)

\[
R = 1 \times 10^3 \cdot \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\] (21)

Then, the feedback gain \( k_f \) by minimizing \( J \) is obtained. Therefore, \( k_f \) as an action predictor is applied [30]. And also, the feedback gain \( K_f \) of state-feedback stabilizer was applied. Hence, in this experiment, the plane move of the two-wheeled inverted pendulum is not considered. In other words, \( \phi = 0, \theta_{ml} = \theta_{mr}, \) and \( u = u, d(t) = d(t) \) were considered.

### 3.6 Conditions of Simulation - Acquiring Training Sets

In this experiment, the command input will be sent to the inverted pendulum. Furthermore, the environment will be changed due to the command input. In detail, shape of floor will be changed from flat to undulating. Figure 7
shows the command input and fig. 8 shows the shape of the floor. Here, the shape of the floor is given by the equation below.

\[ z = 0.05U(x - 3) \sin [\pi \cdot (x - 3)] \]  \hspace{1cm} [cm] \hspace{1cm} (22)

In this equation, \( U(x) \) indicates the unit step function, \( x \) [cm] indicates length of the floor, \( z \) [cm] indicates undulating height of the floor.

From the settings mentioned above, we try to drive the inverted pendulum model on the floor with the command input (fig. 9). Thus, the training sets from the two-wheeled inverted pendulum can be acquired. Figures 10 to 14 show training sets that were obtained from the computer simulation of the stabilizing control of the two-wheeled inverted pendulum, and sent move forward instruction from the command input as fig. 7 within the control.

Moreover, figs. 15 and 16 show the position of the mass of the inverted pendulum. Here, movement distance for displaying the position is given as below equation.

\[ x = 100 \cdot R \cdot \int \dot{\theta}(t) \, dt \]  \hspace{1cm} [cm] \hspace{1cm} (23)

Here, position of the mass of the inverted pendulum \( z_m \) is given as below equation.

\[ z_m = 100 \cdot \left[ R + R \sin \gamma \cdot \int \dot{\theta}(t) \, dt + L \cos \left\{ \int \psi(t) \, dt \right\} \right] \]  \hspace{1cm} [cm] \hspace{1cm} (24)

In this experiment, the two-wheeled inverted pendulum model takes stationary balancing or moves forward from the command input. Moreover, the properties of disturbance that we provide as input and other conditions of a simulation are listed in table 3.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Physical property</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \psi_0 )</td>
<td>0.0262</td>
<td>[rad.]</td>
<td>Initial value of body pitch angle</td>
</tr>
<tr>
<td>( \gamma_0 )</td>
<td>0.0</td>
<td>[rad.]</td>
<td>Slope angle of movement direction</td>
</tr>
<tr>
<td>( t_s )</td>
<td>0.05</td>
<td>[s]</td>
<td>Sampling rate</td>
</tr>
<tr>
<td>( N_s )</td>
<td>60</td>
<td>—</td>
<td>Initial dataset length</td>
</tr>
<tr>
<td>( N_{\text{max}} )</td>
<td>241</td>
<td>—</td>
<td>Maximum dataset length for the prediction</td>
</tr>
<tr>
<td>( N )</td>
<td>20</td>
<td>—</td>
<td>Step size of outputs for ( N )-ahead state-action pair predictor’s outputs</td>
</tr>
<tr>
<td>( C_\sigma )</td>
<td>0.05</td>
<td>—</td>
<td>The coefficient for the standard deviation of the predicted values</td>
</tr>
<tr>
<td>( N_\sigma )</td>
<td>10</td>
<td>—</td>
<td>The calculate range of standard deviation of the predicted values</td>
</tr>
</tbody>
</table>

### 3.7 Simulation Results

In this simulation, the input of NXTway-GS is using the predicted result that is based on the proposed method. Also NXTway-GS model takes stationary balancing based on that input, and thereby moving a backward or forward.
Figures 10 to 20 show compensation results of the state of $x_1$, and fig. 21 shows the compensation result of the control input $u$. In this section, the part that is given in real training sets will be not considered. Thus, the part of the graph pertaining to the state prediction part shown in $T$ (at $t = 3.00 \text{ [s]}$) of figs. 17 to 20 will be only argued and focused on. Moreover, figs. 22 and 23 show the position of mass of the inverted pendulum. Figure 24 is enlarging around $z$ position of mass of the inverted pendulum of fig. 23. Here, movement distance for displaying the trajectory was obtained by eqs. (23) and (24).

3.8 Discussion on Simulated Results of the Proposed Method

Here, starting and predicting the state prediction point is shown at $t = 3.00 \text{ [s]}$. Therefore, we will only argue and focus on the part of the graph pertaining to state prediction part shown in $T$.

According to these results (figs. 17, 18 and 20), compensation results obtained using the proposed method (shown as the red solid line) approach or converge to near zero with time. Moreover, the wheel rotation angle $\theta(t)$ in fig. 19, a compensation results obtained using the proposed method is driving backward
Figure 17. Control Response of Body Pitch Angle $\psi$ using the Proposed Method

Figure 18. Control Response of Wheel Rotation Angle Velocity $\dot{\psi}$ using the Proposed Method

Figure 19. Control Response of Wheel Rotation Angle $\theta$ using the Proposed Method

Figure 20. Control Response of Wheel Rotation Angle Velocity $\dot{\theta}$ using the Proposed Method

Figure 21. Control Response of the Control Input $u$ using the Proposed Method

Figure 22. Position of the Inverted Pendulum on $x$-axis using the Proposed Method

Figure 23. Position of Mass of the Inverted Pendulum on $z$-axis using the Proposed Method

Figure 24. Position of Mass of the Inverted Pendulum on $z$-axis using the Proposed Method focused around $z = R + L$ [cm] in Figure 23
or forward, continuously. And also, the control input $u(t)$ in fig. 21, a compensation results obtained using the proposed method is generating a control input, continuously. Next, in fig. 17, the result of the proposed method almost converges to zero. Next, each result will be focused on. From fig. 19, $\theta(t)$ swings considerably and can be confirmed. Therefore, it can be said that the wheel is moving while trying to decrease the body pitch angle $\psi(t)$. And in figs. 18 and 20, these results are moving smaller than other state in advance of the conventional method using only LQR. Finally, in fig. 21, also this result is taken in advance states than the conventional method that using only LQR. As the reason, the compensate control input is combining current action and the action that takes future in advance. In this case, as the action that takes future, compensation control input will be using prediction result of the state-action pair prediction, directly. Therefore, the compensate control input generates the action that considered future disturbance. As the result, the effect of the disturbance will be reduced and the system will be converging in the desirable state.

Next, the movement distance will be focused on. In figure 22, it can be confirmed that the inverted pendulum is moving forward because of it received the forward run from the command input. From this command input, the inverted pendulum is approaching undulating floor. From this result, it can be said that the inverted pendulum moved autonomously based on prediction results, for balancing itself. Therefore, body pitch angle is near zero. Subsequently, the trajectory of mass of the inverted pendulum will be focused on. In figure 23, it cannot be confirmed that the body pitching around balance point. Accordingly, figure 24 will be focused on. In figure 24, it can be confirmed that the mass of the inverted pendulum is slightly pitching around balance point as 0 [deg.] than the method that using only LQR (fig. 16). From this result, also the inverted pendulum moved autonomously based on prediction results, for balancing itself. All the same, it can be confirmed that the body pitch angle is near zero.

Therefore, along with the action predictor, the LQR feedback controller was applied, and this controller maintained the “desired” stable state. In other words, this system stabilizes the inverted pendulum using the current outside data, previous states, and an action. As a result, it can be said that the robot’s states will converge to stable state, according to the time course. Furthermore, this system acquires data at each of the sampling times. Using these results, the proposed system derives an action that multiplies states with the optimal feedback gain for obtaining the future state. Thus, the predictors will predict in the direction of stable states, even if there are some disturbances in the environment such as flat floor or undulate floor. In other words, this proposed method is robust with a disturbance that directly affects the application. From these viewpoints, it will be concluded that the experimental results are reasonable.

4 CONCLUSION

In this study, we focused on the relationship between the state and the action of robots. Therefore, on the basis of our former study, we proposed a method that decides an action that the robot will take using the recent tendency of the prediction results every time. Moreover, we applied the LQR to derive an action using the optimal feedback gain, and the weight coefficient was defined by the standard deviation as in the proposed method. Using the proposed method, we obtained the compensated current action for greater convergence in the desirable state. Further, the command input was sent to the inverted pendulum. From this command input, shape of floor was changed from flat to undulating. As a result, we confirmed that the inverted pendulum moved autonomously based on prediction results, for balancing itself.

On the basis of the experimental results, the proposed method could be converged to a desirable state as the optimal solution of this problem using prediction and selection. In other words, the proposed methods can adjust the transition of a robot’s state or outside en-
environment. Accordingly, we can conclude that the proposed method can predict, using online SVR and LQR and decide an action for the future.

As a future work, we will try to introduce a various types of shape of the floor, and we will confirm that behavior of the proposed method.
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