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ABSTRACT 

 
This paper deals with an error model and its evaluation 
in estimating the 3-D depth information using stereo 
camera system. This paper defines an error model 
caused by stereo matching, and evaluates the error 
bound empirically in estimating the depth information. 
The proposed error model is that the disparity values in 
the pixel domain have ±0.5 pixel errors maximally even 
though the disparity values are correctly estimated. Thus, 
the depth information also has the same amount of 
errors with respect to the focal length and baseline of 
stereo cameras. To evaluate and apply the proposed 
model to the military applications, we use uncooled FIR 
cameras to set the stereo camera system and consider 
the small high-temperature objects as the targets. We 
first detect the high-temperature moving object in the 
stereoscopic IR images, and estimate the disparity field 
in the pixel domain. Then, we calculate the physical 
depth between the cameras and moving object by using 
triangulation of disparity, baseline and focal length. 
According to the experiments with various distances and 
baselines, we evaluate the error bound in the depth 
estimation. This error bound and stochastic parameters 
are useful for estimating the 3-D position of moving 
objects probabilistically. 
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1 INTRODUCTION 
 
Recently, stereo camera systems are introduced to 
estimate depth information in various applications. 
Stereo matching is to estimate the disparity map 
between images taken at the slightly difference 
viewpoints. When we know the intrinsic parameters 
such as camera focal length, baseline (distance of 
two cameras), and pixel pitch (distance of 
consecutive pixels), we can calculate the depth or 
distance of object from camera using the estimated 
disparity values [1]. Fig. 1 shows the stereo camera 
system based on parallel camera setup. The epipolar 
geometry is the horizontal line, thus the disparity is 
the difference between projection positions in the 
pixel domain. The depth (z) or distance between 
camera and 3-D object point is calculated as  
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where f is the focal length, b is the baseline, p is the 
pixel pitch, and d is the disparity in the pixel 
domain. Since the disparity is usually estimated in 
the pixel domain, we have to convert the pixel 
dimension into physical dimension in mm by 
multiplying the pixel pitch value of the imaging 
sensor. 
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Table 1.  Results of depth estimation for indoor environment 

Position Error 

Distance 
(m) 

Baseline(m) 

Theoretical Depth Range 
(±0.5 pixel error) 

Experimental Depth Range 
(95.9%  Confidence) 

d (pixel) Depth range(m) σ(m) mean(m) Depth range(m) 

79.4 

1 

9.0 75.2 ~ 84.0 2.0 77.9 74.0 ~ 81.9 

59.5 12.0 57.1 ~ 62.1 1.6 59.0 55.8 ~ 62.3 

39.7 18.0 38.6 ~ 40.8 0.6 39.7 38.5 ~ 40.8 

79.4 

0.5 

4.5 71.4 ~ 89.3 5.7 77.6 66.2 ~ 89.0 

59.5 6.0 54.9 ~ 64.9 3.1 58.5 52.2 ~ 64.8 

39.7 9.0 37.6 ~ 42.0 0.8 39.1 37.5 ~ 40.8 

Table 2. Target position using FIR stereo camera and 
position error of ground truth in outdoor experiment.

Depth 

Frames 
Depth Range of 

Ground Truth(m) 
FIR Stereo 

No. (±0.5 Position error) Target(m) 

1 68.1 ~ 95.9 85.71 

2 65.5 ~ 90.8 71.43 

3 60.3 ~ 80.8 71.43 

4 57.7 ~ 76.0 71.43 

5 55.0 ~ 71.3 not measured 

6 52.3 ~ 66.6 53.57 

7 49.5 ~ 62.1 53.57 

8 46.7 ~ 57.6 53.57 

9 43.9 ~ 53.2 47.62 

10 41.0 ~ 48.9 47.62 

11 38.0 ~ 44.7 42.86 

12 35.1 ~ 40.5 35.71 

13 32.0 ~ 36.4 30.61 

14 29.0 ~ 32.4 30.61 

15 25.9 ~ 28.5 25.21 

16 22.7 ~ 24.6 22.56 

17 19.5 ~ 20.8 19.48 
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